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Text for reading to unit I.

Texcr piig uTeHus K MoayJiro I

From Prashad, V. Everybody Was Kung Fu Fighting: Afro-Asian Connections
and the Myth of Cultural Purity. — Beacon Press, 2002.

The Forethought: Raw Skin

....I have chosen to discuss the peoples who claim the heritage of the
continents of Asia and Africa, not only because they are important to me, but
because they have long been pitted against each other as the model versus the
undesirable. I hope by looking at how these two cultural worlds are imbricated in
complex and varied ways through five centuries and around the globe that I can
help us rethink race, culture, and the organization of our society. This book is, if
you will, a search for a new skin. We begin our journey in the Indian Ocean
region, with the destruction of the economicand cultural traffic that defined the
premodern world. The birth of Atlantic racism superseded and (through fascism)
transformed earlier xenophobic ideas into the cruelty of biological
hierarchy. White supremacy emerged in the throes of capitalism’s planetary birth
to justify the expropriation of people off their lands and the exploitation of people
for their labor. Of course, the discussion of the birth of racism begs the question
of its demise: What is a useful antiracist ideological framework? The conservative
theory of the color blind and the racialist theory of the indigenous, in their own
way, smuggle in biological ideas of race to denigrate the creativity of diverse
humans. The best liberal response to the color blind and to racialism comes from
those who refuse to believe in the biological weight given to skin. This position,
the liberalism of the skin, suggests that there are different skins, and we must
learn to respect and tolerate one another. Liberalism of the skin, which we

generically know as multiculturalism, refuses to accept that biology is destiny, but



it smuggles in culture to do much the same thing. Culture becomes the means for
social and historical difference, how we differentiate ourselves, and adopt the
habits of the past to create and delimit social groups. The familiar dichotomy
between nature—nurture becomes the basis for distinction between the white
supremacists and the liberals. Culture, unlike biology, should allow us to seek
liberation from cruel and uncomfortable practices. But instead, culture wraps us in
its suffocating embrace. If we follow liberalism of the skin, then we find ourselves
heir to all the dilemmas of multiculturalism: Are cultures discrete and bounded?
Do cultures have a history or are they static? Who defines the boundaries of
culture or allows for change? Do cultures leak into each other? Can a person from
one culture critique another culture? These are the questions that plague both
social science and our everyday interactions. Those who subscribe to the
liberalism of the skin want to be thought well of, to be good, and therefore, many
are circumspect when it comes to the culture of another. The best intentions (of
respect and tolerance) can often be annoying to those whose cultures are not in
dominance: we feel that we are often zoological specimens. To respect the fetish
of culture assumes that one wants to enshrine it in the museum of humankind
rather than find within it the potential for liberation or for change. We’d have to
accept homophobia and sexism, class cruelty and racism, all in the service of
being respectful to someone’s perverse definition of a culture. For comfortable
liberals a critique of multiculturalism is close to heresy, but for those of us who
have to tussle both with the cruelty of white supremacy and with the melancholic
torments of minoritarianism, the critique comes with ease. The orthodoxy of
below bears less power than that from above, but it is unbearable nonetheless. We
have already begun to grow our own patchwork, defiant skins. These defiant skins
come under the sign of the polycultural, a provisional concept grounded in
antiracism rather than in diversity. Polyculturalism, unlike multiculturalism,
assumes that people live coherent lives that are made up of a host of lineages — the
task of the historian is not to carve out the lineages but to make sense of how

people live culturally dynamic lives. Polyculturalism is a ferocious engagement



with the political world of culture, a painful embrace of the skin and all its
contradictions. To show us what this polyculturalism means in practice, I offer
three passages into the world of Afro-Asia: first into the Caribbean with
descendants of formerly enslaved Africans and Asian coolies, then into the urban
zones that house a working class rife with ethnic squabbles, and finally into the
world of kungfu wherein nonwhite people dream of are volution of bare fists
against the heavily armed fortress of white supremacy. As the title suggests, the
mongrel Afro-Asian history recounted in Everybody Was Kung Fu Fighting does
not require detached observation.

It demands that we actively search for the grounds toward intervention by
each of us into the cultural worlds that unite and divide us. I hope the history that
follows offers the possibility of an enhanced solidarity, not only between Africans
and Asians (who are the subjects here), but among all people (whose existence in
the history should be written by you as you read through). This is a movement

book, so move along . . .



Text for reading to unit II.
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From Samovar, L. Intercultural Communication: a reader / L. Samovar, R.

Porter, E. Mcdaniel. — 13" ed. — Wadsworth / Cengage Learning, 2012.
[Electronic resource]. Mode of access : https://www.twirpx.com/file/146062/.

Chapter 1 Approaches to Intercultural Communication
...What is Culture?

Culture is an extremely popular and increasingly overused term in
contemporary society. Expressions such as cultural differences, cultural diversity,
multiculturalism, corporate culture, cross-culture, and other variations continually
appear in the popular media. Culture has been linked to such fields as corporate
management, health care, psychology, education, public relations, marketing, and
advertising. We often hear about U.S. forces operating in Afghanistan with
insufficient knowledge and understanding of the local culture. The pervasive use
of the term culture attests to the increased awareness of the role it plays in our
everyday activities. Seldom, however, are we given a definition of just what
constitutes culture or exactly what culture does. This section will provide that
information.

Explaining Culture. As with communication, the term culture has been the
subject of numerous and often complex, abstract definitions. What is frequently
counted as one of the earliest and easily understandable definitions of culture, and
one still used today, was written in 1871 by British anthropologist Sir Edward
Burnett Tylor, who said culture is “that complex whole which includes
knowledge, belief, art, morals, law, custom, and any other capabilities and habits
acquired by man as a member of society”. Ruth Benedict offered a more succinct
definition when she wrote, “What really binds men together is their culture — the
ideas and the standards they have in common”. A more complex explanation was

provided by Clifford Geertz, who said culture was “a historically transmitted



pattern of meaning embodied in symbols, a system of inherited conceptions
expressed in symbolic forms by means of which men communicate, perpetuate,
and develop their knowledge about and attitudes toward life”. Contemporary
definitions of culture commonly mention shared values, attitudes, beliefs,
behaviors, norms, material objects, and symbolic resources (e.g., Gardiner &
Kosmitzki, 2008; Jandt, 2009; Klyukanov, 2005; Lustig & Koester, 2009; Martin
& Nakayama, 2010; Neuliep, 2008; Oetzel, 2008; Samovar, et al., 2009). Indeed,
the many and varied definitions attest to the complexity of this social concept
called culture. We propose an applied and hopefully more simplified explanation
of culture. Stop for a minute and think about the word football. What mental
picture comes to mind? Most U.S. Americans will envision two teams of eleven
men each in helmets and pads, but someone in Montréal, Canada, would imagine
twelve men per team. A resident of Sidney, Australia, may think of two eighteen-
man teams in shorts and jerseys competing to kick an oblong ball between two
uprights, while a young woman in Sao Paulo, Brazil, would probably picture two
opposing teams of eleven men, or women, attempting to kick a round ball into a
net. In each case, the contest is referred to as “football,” but the playing fields,
equipment, and rules of each game are quite different. Try to think about how you
would react in the following situations. Following your successful job interview
with a large Chinese company, you are invited to dinner. At the restaurant, you sit
at a round table with other people, and plates of food are continually being placed
on a turntable in the table’s center. People are spinning the turntable, taking food
from different dishes, talking with each other, and urging you to try items you are
completely unfamiliar with. How do you feel? At a later date, one of your close
friends, whose parents immigrated from Mumbai, India, invites you to his home
for the first time. There, you are introduced to your friend’s grandfather, who
places his palms together in front of his chest as if praying, bows and says
namaste. What do you do? In each of these examples, perhaps you felt unsure of
what to do or say, yet in China and India, these behaviors are routine. These

examples illustrate our applied definition of culture. Simply stated, culture is the



rules for living and functioning in society. In other words, culture provides the
rules for playing the game of life (Gudykunst, 2004; Yamada, 1997). Because the
rules differ from culture to culture, in order to function and be effective in a
particular culture, you need to know how to “play by the rules.” We learn the
rules of our own culture as a matter of course, beginning at birth and continuing
throughout life. As a result, own culture rules are ingrained in the subconscious,
enabling us to react to familiar situations without thinking. It is when you enter
another culture, with different rules, that problems are encountered.

What Culture Does. If we accept the idea that culture can be viewed as a set
of societal rules, its purpose becomes self-evident. Cultural rules provide a
framework that gives meaning to events, objects, and people. The rules enable us
to make sense of our surroundings and reduce uncertainty about the social
environment. Recall the first time you were introduced to someone you were
attracted to. You probably felt some level of nervousness because you wanted to
make a positive impression. During the interaction, you may have had a few
thoughts about what to do and what not to do. Overall, you had a good idea of the
proper courtesies, what to talk about, and generally how to behave. This is
because you had learned the proper cultural rules of behavior by listening to and
observing others. Now, take that same situation and imagine being introduced to a
student from a different country, such as Jordan or Kenya. Would you know what
to say and do? Would the cultural rules you had been learning since childhood be
effective, or even appropriate, in this new social situation? Culture also provides
us with our identity, or sense of self. From childhood, we are inculcated with the
idea of belonging to a variety of groups — family, community, church, sports
teams, schools, and ethnicity — and these memberships form our different
identities. Our cultural identity is derived from our ‘“sense of belonging to a
particular cultural or ethnic group”, which may be Chinese, Mexican American,
African American, Greek, Egyptian, Jewish, or one or more of many, many other
possibilities. Growing up, we learn the rules of social conduct appropriate to our
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Vietnamese American, Italian American, or Russian American. Cultural identity
can become especially prominent during interactions between people from
different cultural groups, such as a Pakistani Muslim and an Indian Hindu, who
have been taught varied values, beliefs, and different sets of rules for social
interaction. Thus, cultural identity can be a significant factor in the practice of
intercultural communication.

Culture’s Components. While there are many explanations of what culture
is and does, there is general agreement on what constitutes its major
characteristics. An examination of these characteristics will provide increased
understanding of the abstract, multifaceted concept and also offer insight into how
communication is influenced by culture.

Culture Is Learned. At birth, we have no knowledge of the many societal
rules needed to function effectively in our culture, but we quickly begin to
internalize this information. Through interactions, observations, and imitation, the
proper ways of thinking, feeling, and behaving are communicated to us. Being
taught to eat with a fork, a pair of chopsticks or even one’s fingers is learning
cultural behavior. Attending a Catholic mass on Sunday or praying at a Jewish
Synagogue on Saturday is learning cultural behaviors and values. Celebrating
Christmas, Kwanzaa, Ramadan, or Yon Kippur is learning cultural traditions.
Culture is also acquired from art, proverbs, folklore, history, religion, and a
variety of other sources. This learning, often referred to as enculturation, is both
conscious and subconscious, and has the objective of teaching us how to function
properly within our cultural milieu.

Culture Is Transmitted Intergenerationally. Spanish philosopher George
Santayana wrote, “Those who cannot remember the past are condemned to repeat
it.” He was certainly not referring to culture, which exists only if it is remembered
and repeated by people. You learned your culture from family members, teachers,
peers, books, personal observations, and a host of media sources. The appropriate
way to act, what to say, and things to value were all communicated to the

members of your generation by these



many sources. You are also a source for passing these cultural expectations,
usually with little or no variation, to succeeding generations. Culture represents
our link to the past and, through future generations, hope for the future. The
critical factor in this equation is communication.

Culture Is Symbolic. Words, gestures, and images are merely symbols used
to convey meaning. It is our ability to use these symbols that allows us to engage
in the many forms of social intercourse used to construct and convey culture. Our
symbol-making ability facilitates learning and enables transmission of meaning
from one person to another, group to group, and generation to generation. In
addition to transmitting meaning, the portability of symbols creates the ability to
store information, which allows cultures to preserve what is considered important
and to create a history. The preservation of culture provides each new generation
with a road map to follow and a reference library to consult when unknown
situations are encountered. Succeeding generations may modify established
behaviors or values, or construct new ones, but the accumulation of past traditions
is what we know as culture.

Culture Is Dynamic. Despite its historical nature, culture is never static.
Within a culture, new ideas, inventions, and exposure to other cultures create
change. Discoveries such as the stirrup, gunpowder, the nautical compass,
penicillin, and nuclear power are demonstrations of culture’s susceptibility to
innovation and new ideas. More recently, advances made by minority groups, the
women’s movement, and gay rights advocates have significantly altered the fabric
of contemporary U.S. society. Invention of the computer chip and the Internet and
the discovery of DNA have brought profound changes not only to U.S. culture but
also to the rest of the world. Diffusion, or cultural borrowing, is also a source of
change. Think about how common pizza (Italian), sushi (Japanese), tacos
(Mexican), and tandoori chicken and naan bread (India) now are in the U.S.
American diet. The Internet has accelerated cultural diffusion by making new
knowledge and insights easily accessible. Immigrants bring their own cultural
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culture of their new homeland — for example, Vietnamese noodle shops in the
United States, Indian restaurants in England, or Japanese foods in Brazil. Cultural
calamities, such as war, political upheaval, or large-scale natural disasters, can
cause change. U.S. intervention in Afghanistan is bringing greater equality to the
women of that nation. For better or worse, the invasion of Iraq raised the
influence of Shia and Kurdish cultural practices and lessened those of the Sunni.
International emergency relief workers responding to the earthquake in Haiti
brought their own cultural practices to the situation, some of which have likely
become intermingled with the cultural practices of the native Haitians.
Immigration is a major source of cultural diffusion. Many of the large U.S. urban
centers now have areas unofficially, or sometimes officially, called Little Italy,
Little Saigon, Little Tokyo, Korea Town, Chinatown, Little India, etc. These areas
are usually home to restaurants, markets, and shops catering to a specific ethnic
group. However, they also serve to introduce different cultural practices into other
segments of the population. Most of the changes affecting culture, especially
readily visible changes, are often topical in nature, such as dress, food preference,
modes of transportation, or housing. Values, ethics, morals, the importance of
religion, or attitudes toward gender, age, and sexual orientation, which constitute
the deep structures of culture, are far more resistant to major change and tend to
endure from generation to generation.

Culture Is Ethnocentric. The strong sense of group identity, or attachment,
produced by culture can also lead to ethnocentrism, the tendency to view one’s
own culture as superior to other cultures. Ethnocentrism can arise from one’s
enculturation. Being continually told that you live in the greatest country in the
world, that America’s way of life is better than those of other nations, or that your
values are superior to those of other ethnic groups can lead to feelings of cultural
superiority, especially among children. Ethnocentrism can also result from a lack
of contact with other cultures. If you were exposed only to a U.S. cultural

orientation, it is likely that you would develop the idea that your country is the



center of the world, and you would tend to view the rest of the world from the
perspective of U.S. culture.

An inability to understand or accept different ways and customs can also
provoke feelings of ethnocentrism. It is quite natural to feel at ease with people
who are like you and adhere to the same social norms and protocols. You know
what to expect, and it is usually easy to communicate. It is also normal to feel
uneasy when confronted with new and different social values, beliefs, and
behaviors. You do not know what to expect, and communication is probably
difficult. However, to view or evaluate those differences negatively simply
because they vary from your expectations is a product of ethnocentrism, and an
ethnocentric disposition is detrimental to effective intercultural communication.

...Beliefs, Values, and Attitudes. Beliefs can be defined as individually held
subjective ideas about the nature of an object or event. These subjective ideas are,
in large part, a product of culture, and they directly influence our behaviors.
Bullfighting is thought to be cruel and inhumane by most people in the United
States, but certainly not by the many people in Spain and Mexico who love the
sport. A strict adherent of Judaism or Islam would probably find the thought of
eating a ham sandwich repulsive. Regarding religion, many people believe that
there is only one god but others pay homage to multiple deities. Values represent
those things we hold important in life, such as morality, ethics, and aesthetics. We
use values to distinguish between the desirable and the undesirable. Each person
has a set of unique, personal values and a set of shared, cultural values. The latter
are a reflection of the rules a culture has established to reduce uncertainty, lessen
the likelihood of conflict, help in decision making, and provide structure to social
organization and interactions. Cultural values are a motivating force behind our
behaviors. Someone from a culture that places a high value on harmonious social
relations, such as Japan, will likely employ an indirect communication style. In
contrast, a U.S. American can be expected to use a more direct style, because
frankness, honesty, and openness are valued. Our beliefs and values push us to

hold certain attitudes, which are learned tendencies to act or respond in a specific



way to events, objects, people, or orientations. Culturally instilled beliefs and
values exert a strong influence on our attitudes. Thus, people tend to embrace
what 1s liked and avoid what is disliked. Someone from a culture that considers
cows sacred will take a negative attitude toward your invitation to have a Big Mac
for lunch.

Worldview. Although quite abstract, the concept of worldview is among the
most important elements of the perceptual attributes influencing intercultural
communication. Stated simply, worldview is what forms people’s orientation
toward such philosophical concepts as deities, the universe, nature, and the like.
Normally, worldview is deeply imbedded in one’s psyche and operates on a
subconscious level. This can be problematic in an intercultural situation, where
conflicting worldviews can come into play. As an example, many Asian and
Native North American cultures hold a worldview that people should have a
harmonious, symbiotic relationship with nature. In contrast, Euro-Americans are
instilled with the concept that people must conquer and mold nature to conform to
personal needs and desires. Individuals from nations possessing these two
contrasting worldviews could well encounter difficulties when working to
develop an international environmental protection plan. The concept of
democracy, with everyone having an equal voice in government, is an integral
part of the U.S. worldview. Contrast this with Afghanistan and parts of Africa,
where worldviews hold that one’s tribe takes precedence over the central

government.



Text for reading to unit V.
TekeT 1J1 YTeHUs K MOy V

From Hall, E. The Hidden Dimension / E. Hall. — 1990. — pp.60-63.

Tactile Space

Touch and visual spatial experiences are so interwoven that the two cannot
be separated. Think for a moment how young children and infants reach, grasp,
fondle, and mouth everything, and how many years are required to train children
to subordinate the world of touch to the visual world. Commenting on space
perception, the artist Braque distinguished between visual and tactile space thus:
“tactile” space separates the viewer from objects while “visual” space separates
objects from each other. Emphasizing the difference between these two types of
space and their relations to the experience of space, he said that “scientific”
perspective is nothing but an eye-fooling trick — a bad trick — which makes it
impossible for the artist to convey the full experience of space. James Gibson, the
psychologist, also relates vision to touch. He states that if we conceive of the two
as channels of information in which the subject is actively exploring (scanning)
with both senses, the flow of sense impressions is reinforced. Gibson
distinguishes between active touch (tactile scanning) and passive touch (being
touched). He reports that active touch enabled subjects to reproduce abstract
objects that were screened from view with 95 per cent accuracy. Only 49 per cent
accuracy was possible with passive touch. Michael Balint, writing in the
International Journal of Psychoanalysis, describes two different perceptual
worlds, one sight oriented, the other touch oriented. Balint sees the touch oriented
as both more immediate and more friendly than the sight oriented world in which
space is friendly but is filled with dangerous and unpredictable objects (people).
In spite of all that is known about the skin as an information-gathering device,
designers and engineers have failed to grasp the deep significance of touch,
particularly active touch. They have not understood how important it is to keep

the person related to the world in which he lives. Consider Detroit's broad-base



behemoths that clog our roads. Their great size, davenport seats, soft springs, and
insulation make each ride an act of sensory deprivation. American automobiles
are designed to give as little feeling of the road as possible. Much of the joy of
riding in sports cars or even a good European sedan is the sense of being in
contact with the vehicle as well as with the road. One of the attractions of sailing,
in the view of many enthusiasts, is the interplay of visual, kinesthetic, and tactile
experiences. A friend who sails tells me that unless he has the tiller in his hand, he
has very little feeling of what is happening to the boat. There is no doubt that
sailing provides its many devotees with a renewed sense of being in contact with
something, a feeling we are denied by our increasingly insulated, automated life.
In times of disaster, the need to avoid physical contact can be crucial. I am not
speaking about those incidents of critical overcrowding that induce disaster, like
the slave ships with 1.1 to 8.0 square feet per person, but supposedly “normal”
situations in subways, elevators, air-raid shelters, hospitals, and prisons. Most of
the data used to establish criteria for crowding are inappropriate because they are
too extreme. Lacking definitive measures, those who study crowding repeatedly
fall back on incidents in which the crowding has been so extreme as to result in
insanity or death. As more and more is learned about both men and animals, it
becomes clearer that the skin itself is a very unsatisfactory boundary or measuring
point for crowding. Like the moving molecules that make up all matter, living
things move and therefore require more or less fixed amounts of space. Absolute
zero, the bottom of the scale, is reached when people are so compressed that
movement is no longer possible. Above this point, the containers in which man
finds himself either allow him to move about freely or else cause him to jostle,
push, and shove. How he responds to this jostling, and hence to the enclosed
space, depends on how he feels about being touched by strangers. Two groups
with which I have had some experience — the Japanese and the Arabs — have
much higher tolerance for crowding in public spaces and in conveyances than do
Americans and northern Europeans. However, Arabs and Japanese are apparently

more concerned about their own requirements for the spaces they live in than are



Americans. The Japanese, in particular, devote much time and attention to the
proper organization of their living space for perception by all their senses.
Texture, about which I have said very little, is appraised and appreciated almost
entirely by touch, even when it is visually presented. With few exceptions (to be
mentioned later) it is the memory of tactile experiences that enables us to
appreciate texture. So far, only a few designers have paid much attention to the
importance of texture, and its use in architecture is largely haphazard and
informal. In other words, textures on and in buildings are seldom used
consciously and with psychological or social awareness. The Japanese, as the
objects they produce indicate so clearly, are much more conscious of the
significance of texture. A bowl that is smooth and pleasing to touch
communicates not only that the artisan cared about the bowl and the person who
was going to use it but about himself as well. The rubbed wood finishes produced
by medieval craftsmen also communicated the importance they attached to touch.
Touch is the most personally experienced of all sensations. For many people,
life’s most intimate moments are associated with the changing textures of the
skin. The hardened, armorlike resistance to the unwanted touch, or the exciting,
ever-changing textures of the skin during love-making, and the velvet quality of
satisfaction afterward are messages of one body to another that have universal
meanings. Man’s relationship to his environment is a function of his sensory
apparatus plus how this apparatus is conditioned to respond. Today, one’s
unconscious picture of one’s self — the life one leads, the minute-to-minute
process of existence — is constructed from the bits and pieces of sensory feedback
in a largely manufactured environment. A review of the immediate receptors
reveals first that Americans who live urban and suburban lives have less and less
opportunity for active experiences of either their bodies or the spaces they
occupy. Our urban spaces provide little excitement or visual variation and
virtually no opportunity to build a kinesthetic repertoire of spatial experiences. It
would appear that many people are kinesthetically deprived and even cramped. In

addition, the automobile is carrying the process of alienation from both the body



and the environment one step further. One has the feeling that the automobile is at
war with the city and possibly with mankind itself. Two additional sensory
capacities, the great sensitivity of the skin to changes in heat and texture, not only
act to notify the individual of emotional changes in others but feed back to him
information of a particularly personal nature from his environment. Man’s sense
of space is closely related to his sense of self, which is in an mtimate transaction
with his environment. Man can be viewed as having visual, kinesthetic, tactile,
and thermal aspects of his self which may be either inhibited or encouraged to

develop by his environment.



Text for reading to unit VI.

TekceT 1J1 YTeHus K Moayaro VI

From Rosch, E.H. Linguistic relativity / E.H. Rosch // Human Communication.
Theoretical Perspective ; E. Silverstein (ed.) — Hillsdale, NJ : Lawrence
Eribaum, 1974 (shortened).

Linguistic Relativity

According to linguistic relativity, it is naive to think that when we learn a
“foreign” language, we simply learn a new vocabulary to name the same objects
and a new grammar to express the same relations between objects as exist in our
own language. Rather, “the background linguistic system ... of each language is
not merely a reproducing instrument for voicing ideas but rather is itself the
shaper of ideas . . . We dissect nature along lines laid down by our native
language. The categories and types that we isolate from the world of phenomena
we do not find there because they stare every observer in the face; on the contrary,
the world is presented in a kaleidoscopic flux of impressions which has to be
organized by our minds — and this means . . . by the linguistic system in our
minds” (B. Whorf).

When many of us first came in contact with the Whorfian hypothesis, it
seemed not only profoundly true. We felt we could look inward and see our
comprehension of the world molded by language just as we could “watch” as our
personalities were irrevocably shaped by society and upbringing. But profound
and ineffable truths are not, in that form, subject investigation. Is linguistic
relativity an empirical “theory”? If so, it must be possible to derive from it
concrete statements about specific relations of actual languages to the thought of
the people that speak them; and these statements must be of a type which can be
judged true or false by comparing them to facts about those actual languages and

thoughts.



There are a number of important distinctions within the Whorfian position

b

which lead to differing empirical implications. Relatively “weak” or “strong”
claims may be asserted about the role of language in thought: at the weak extreme
is the simple claim that both language differences necessarily cause (are necessary
and sufficient conditions for) thought differences. The stronger claim is
sometimes called Linguistic Determinism to distinguish it from the less specific

Linguistic Relativity.

Covert Linguistic Classifications
Language as Metaphysics

The strongest and most inclusive form of the Whorfian hypothesis (and the
only form, perhaps, that Whorf would today recognize) is that each language both
embodies and imposes upon the culture a particular world view. Thus, in English
and other “Standard Average European” tongues, the basic unit of reality are
objects (nouns), composed of substance and form, and actions (verbs) — both of
which exist in an objective, three-dimensional space (expressed by such linguistic
devices as locatives) and a “kinetic one-dimensional uniformly and perpetually
flowing time” (expressed by forms such at tense). In the Hopi language, however,
things and actions are not distinguished; rather, they are both Events,
differentiated only according to duration. Even to say that about Hopi may be
misleading, for rather than substance, motion, space, and time, Hopi grammar
divides the universe by two great “principles,” “Manifested” (Objective) and
“Unmanifest” (Subjective). “Manifested” comprises all that is or has been
accessible to the senses, while “Unmanifest” (Subjective) includes, as one group,
all that we call future and all that we call mental, including that which is
perceived as future-potential-mental in the ‘“heart” of men, animals, plants,
inanimate objects, and the Cosmos. Whorf provides variety of translations of
statements in various Indian languages into English to show how unlike ours are
the thought processes of speakers of those languages. Thus, in Apache, “It is a

dripping spring” is expressed by “As water, or springs, whiteness moves



downward.” In Shawnee, ‘“cleaning gun with a ramrod” is “direct a hollow
moving dry spot by movement of tool.”

As a linguist, Whorf found the grammar of several American Indian
languages to differ from English grammar to such an extent that literal
translations between those languages and English made no sense. The literal
translations, given above, of “a dripping spring” and “cleaning a gun with a
ramrod” do, indeed, appear to be products of a very alien mode of thought. Of
course, it is also true that all languages have somewhat different grammars, even
the languages which Whorf calls “Standard Average European.” However, notice
that when we learn French, we are taught to translate “Comment allez vous?’’ not
literally as “How go you?’’ but as the standard English greeting to which it
corresponds, ‘‘How are you?” And if a student translates “le chat gris” as “the cat
gray,” he is told he has made an error; in English, modifiers come before the
noun, not after, and the correct rendition of the phrase in English in “the gray cat.”

The words (actually, the morphemes, or units of meaning) of any language
can be divided into classes of grammatical equivalents on the basis of the
positions which they can occupy in word sequences (such as sentences). The most
basic units of grammar, which Whorf claimed formed the basis of the
metaphysics of a language, are none other than the most general form classes of
the language — in English the parts of speech such as nouns, verbs, adjectives, and
adverbs. Many form classes are more limited in scope than the basic “parts of
speech”: gender defines classes of nouns in French; English nouns are either
“mass” (occur in the position “Some X”’) or “count” (occur in the position “An
X”); and in Navajo, verbs of handling take a different form depending on the
nature of the objects handled. Obviously, form classes are not the same in all
languages.

As long as form classes are considered only “structural” (defined only by
position of occurrence in sentences), they do not suggest important cognitive
differences between speakers of different languages. However, Whorf and others

have stressed that form classes also have semantic (meaning) correlates. Thus,



nouns are seen as substances; verbs as actions; mass nouns as indefinite,
uncontained, flowing masses of matter; count nouns as singular, self-contained
objects; gender as masculine, feminine, and neuter; and Navajo verb stem
classifiers as shape types (round, long, granular, etc.). Generally, the members of
a linguistic community are unconscious of the semantics of form class. For
example, even in a relatively grammatically self-conscious society like ours, most
people have never spontaneously noticed the distinction between mass and count
nouns, nor ever thought about which English verbs can or cannot take the prefix
“un-.” Whorf speaks of the semantic correlates of form classes (he calls them
“cryptotypes”) as the “covert categories,” the “underlying concepts” of the
language. In fact, it is the pervasive, covert influence of cryptotypes on thought
which may be one relatively concrete interpretation of what it might mean for
grammar to influence metaphysics.

The semantic interpretation of form class has not gone unchallenged.
Descriptive linguistics considers the relation between structurally defined form
classes and their semantic correlates highly dubious (cf. Fries, 1952). Semantic
definitions of form class are always unclear or overextended; not all nouns are
substances (e.g., “space”) nor all verbs active (e. g., “hold”); mass nouns can
come in discrete units (“some bread”), and count nouns can refer to fluid masses
(“a martini”’); masculine and feminine gender forms are used for innumerable
genderless objects; and specific Navajo shape classifiers are used for abstractions
(“news” takes the round classifier).

There is, however, undoubtedly a partial correlation between some form
classes and some semantics. It would be to the advantage of individuals learning a
language to be aware (at some level) of these partial correlations. Roger Brown
(1958) has shown that even 4-year-old children can use structural syntactic cues
for guessing the semantic referent of form classes. Brown showed the children
pictures in which an action, a discrete object, and an unbounded flowing mass
were depicted, introducing the picture either with “This is a picture of latting” or

“of a latt” or “of some latt.” The 4-year-olds easily indentified the object by



means of the form-class cue. A similar experiment was performed on the form-
class gender by Ervin (1959). Italian speakers living in Boston were read
nonsense syllables formed with Italian gender. When subjects were asked to rate
the syllables on a series of adjective scales (called the semantic differential — cf.
Osgood, Suci, & Tannenbaum, 1957), they rated the masculine gender syllables
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more similar to their ratings for “man” than “woman” and vice versa. Such
experiments demonstrate that we can make use of what semantic information
there is in form classes when we are learning and applying words. They do not,
however, prove that speakers of languages with different sets of form classes take
different views of the semantic nature of the world. After all, discrete solid
objects and unbounded fluids, and male and female organisms, have quite
different physical properties which all peoples might well be required to take
equal account of whether or not their grammar makes such distinctions.

If we wished to test whether semantic aspects of form class do affect
thought, what kinds of correlates or effects on thought might we look for? In fact,
there has been little systematic consideration and little research concerning this
issue. One possibility is that there is a “metaphorical generalization” of the
meaning from members of the form class to which it literally applies to members
to which it does not apply literally at all. Thus, the French may really think of and
treat tables as feminine, and the Navajo may consider news to be round. Whorf
himself suggests this kind of interpretation when he claims that we read action
into all words that are verbs, and, since all English sentences contain verbs, into
every statement. “We therefore read action into every sentence, even into ‘I hold
it’ .... We think of it (i.e., holding) and even see it as an action because language
formulates it in the same way as it formulates more numerous expressions, like ‘I
strike it,” which deals with movements and changes.” But do we read action into
all verbs? How can we tall? One test would be to go to the natural logic of
language use itself; if action is begun “read into” verbs like “hold,” they should be
capable of occurring modified by action adverbs just as do “true” action verbs.

The actual state of such verbs is described by the philosopher Max Black: “a man



may strike slowly, jerkily, energetically, and so on. Now if somebody were to
attach these adverbs to the verb ‘to hold’ that would be sufficient indication that
he was ‘reading action’ into the verb. I suppose a child might say he was holding
his hat slowly, and the poet is allowed a similar license; but otherwise the
conceptual confusion is too gross to occur.”

Are there any cases in which the partially correlated semantics of a form
class are extended to other words that happen to be in that class? Is there a
systematic way of studying such extensions so that we might conclude that it
never happens? These intriguing questions remain entirely open to future
investigation, and the interested student might well try using his intuition as a

speaker of his own language to consider them.

A Discussion of Method

Many facts which have been offered in support of the effects of language
on thought (at all levels of language) have been only descriptions of differences
between cultures. To avoid such confusions, it is necessary to bear in mind the
important distinction between the content of a language or culture and the thought
processes of members of the culture. Of course, cultures differ in content; we
would probably not call them different cultures if they did not. A rice farmer in
the Phillipines and a college student in America live quite different lives, and
presumably the content of their thoughts, knowledge, and memory mirror those
differences in experience. But from knowing that, we cannot automatically
assume that members of the two cultures operate on that content in different ways.
It is probable, for example, that they forget their experiences according to the
same laws of decay or interference in memory regardless of what it is that they
are forgetting.

There is, of course, a sense in which any lexical difference between
languages implies a difference in the content of thought of the speakers. In
learning to use a term, speakers must learn the class of things to which the term

refers; thus knowledge of and reference to that class of objects is part of the



content of the speaker’s thought. In this sense, the weaker form of linguistic
relativity (that there are differences in thought in different linguistic communities)
is necessarily true. The really interesting hypothesis at the lexical level, however,
is the stronger deterministic claim that lexical differences themselves affect
thought processes in some manner.

It is tempting, when making claims supporting the Whorfian hypothesis at
any level of language, to rely primarily on content differences. They are often
very striking differences; if a language has only two color terms or thousands of
elaborate distinctions and classifications for skin diseases, surely that must affect
the way in which these domains are dealt with by the cognitive manipulations of
the speakers. To illustrate how misleading a direct inference from lexical content
can be, we may recall the even more striking differences between the Hopi
grammatical classifications of things on the basis of duration and the English
division into substances and actions. The evidence concerning that distinction left
us in grave doubt about whether nouns and verbs are meaningful semantic
cognitive categories for English speakers at all.

Most “demonstrations” of the Whorfian hypothesis have done more than
simply point to differences between the content of languages; they have, in
addition, identified aspects of the culture of the speakers which covary with
language. Such evidence is not entirely adequate either, however, for two reasons.
In the first place, covariation does not determine the direction of causality. On the
simplest level, cultures are very likely to have names for physical objects which
exist in their culture and not to have names for objects outside of their experience.
Where television sets exist, there are words to refer to them. However, it would be
difficult to argue that the objects are caused by the words. The same reasoning
probable holds in the case of institutions and other, more abstract, entities and
their names. In the second place, covariation between cultural content and
language content neither proves the further existence of covarying cognitive
processes nor would it determine the direction of causality even were such

covariation to be demonstrated. Thus, if Eskimos were shown both to have more



names for snow than Americans and to remember different types of snow better
than Americans, both might simply be due to the fact that there is more snow in
the Arctic and to Eskimos having more active experience with it than Americans;
it would not have been proved that the greater number of words per se affected
the memory.

The preceding argument has stressed the point that cognitive processes
must be measured independently of, and not simply deduced from, linguistic or
cultural content. However, this raises a second major problem of method: How
are we to define and measure cognitive processes cross-culturally? Too often such
measurement is based on a psychometric “deficit” model. Hypotheses are stated
in terms of “how well” entire cultures perform on a particular test. For example, a
hypothesis might state that “members of traditional cultures cannot think
creatively” or that “the more words a language has for color, the better speakers
can remember color.” The investigator might administer a test of “creative
thinking” to Americans (not a traditional culture) and to the Yemenites (a
traditional culture), or might administer a color memory test to Americans (many
color terms) and to the Dani (few color terms). When the Yemenities performed
poorly on the creativity test and the Dani poorly on the color memory test, the
investigator would conclude that his causal hypothesis was supported. However, it
should be obvious that innumerable other factors besides those in which the
investigator is explicitly interested vary between “us” and “them.” Motivations,
cultural meaningfulness of the materials, general familiarity with, or even
previous explicit training with, the kind of task used are some obvious examples.
In fact, any preliterate culture will probably perform “less well” than a Western
culture given almost any Western “test.” But if Dani can be expected to perform
below Americans in any memory test, how may we conclude that it was the
number of color terms which determined their poor performance in the color
memory test? In short, positive results are assured the investigator who frames

hypotheses such that a single Western and single non-Western culture are



compared, with a prediction in the direction of the non-Western culture giving
poorer performance than the Western — but such results will be uninterpretable.

Are there ways out of the impasse? One trend has been to try invent tasks
which are as culturally relevant in content and form of administration to a
particular preliterate culture as Western tests are to Western cultures. This
excellent idea has, however, given rise to a special sort of circular “dialectic.” The
format of the research is typically this: Stage I — an investigator demonstrates that
the people of “Culture X fail to exhibit some ability (for example, “abstract
thinking”) on a standard Western test. Stage 2 — the same or a different
investigator manipulates the content and context of the test until he has
demonstrated that, under the right circumstances (for example, if asked to reason
about animal husbandry in their own culture rather than about colored geometric
forms), the people of Culture X do exhibit “abstract thinking.” The Stage 2
demonstration may be beautiful in its ingenuity; however, the two stages tend
simply to cancel each other and make little contribution to our understanding of
basic human thought processes. It ought to go without saying that all tasks in
cross-cultural research should be as appropriate for the people taking them as
possible and, indeed, some level of appropriateness is essential if any meaningful
data are to be collected at all. However, culturally meaningful tasks do not of
themselves produce well — conceived research; why should hypotheses be framed
in terms of differences in absolute level of performance between “us” and “them”
at all?

Perhaps the simplest and most direct way of circumventing the problem of
measuring cognitive variables cross-culturally, is to abandon research designs
whose emphasis is on “main effects” of culture per se. Hypotheses can be formed,
not it terms of absolute differences between cultures, but in terms of interactions
between variables within and between cultures. Take, for example, the hypothesis
that the number of color terms affects color memory. Instead of comparing
speakers of two languages one of which has more color terms than the other, we

might search for cases where it is possible to compare relative performance for



different areas of the color space for languages which differed in the relative
number of terms they had for these areas. Perhaps one language has many terms
for blue and green colors but few terms for the yellow-brown color area, another
language just the opposite. Our prediction could then be that speakers of the first
language would show relatively better memory for the blue-green than for the
yellow-brown area; whereas, speakers of the second language would be relatively
more proficient with yellow- brown colors than with blue-green. With research so
designed, it would not matter how well either culture remembered color terms in
total. Such an approach may be a key to meaningful comparisons, even between
quite different cultures.

To return to the Whorfian hypothesis: it should by now be apparent that
many factors are necessary in order to have a real test of the effects of a natural
language lexicon on thought. (a) We must have at least two natural languages
whose lexicons differ with respect to some domain of discourse — if languages are
not different, there is no point in the investigation. (b) The domain must be one
which can be measured by the investigator independently of the way it is encoded
by the languages of concern (for example, color may be measured in independent
physical units such as wavelength)—if that is not the case (as, for example, in such
domains as feelings or values), there is no objective way of describing how it is
that the two languages differ. (c) The domain must not itself differ grossly
between the cultures whose languages differ — if it does, then it may be
differences in experience with the domain, and not language, which are affecting
thought. (d) We must be able to obtain measures of specific aspects of cognition —
such as perception, memory, or classification — having to do with the domain
which are independent of, rather than simply assumed from, the language. (¢) We
must have a cross-culturally meaningful measure of differences in the selected
aspects of cognition — preferably we should be able to state the hypotheses in
terms of an interaction between the linguistic and cognitive variables, rather than

in terms of overall differences between speakers of the languages.



It may seem a long way from the initial introduction of linguistic relativity
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as an assertion about differences in “world view” to a study of the possible
cognitive effects of differences in color terms. The transition was made necessary
by the requirement that assertions be made in the forms of empirically testable
hypotheses. Much of the remainder of this chapter will trace the history of
language-cognition research in the domain of colors, the primary domain in with
such research has been carried out.

The first, almost trivial requirement for testing the Whorfian hypothesis
which we listed previously was that there be at least two natural languages whose
terminologies with respect to some domain were different. The anthropological
literature contains many reports of such differences in color names — for example,
cultures which have only one word to describe the colors which English
distinguishes as “green” and “blue,” or cultures whose word for “orange” includes
much of what we would classify as “red.” From this kind of evidence, it appeared
that languages could arbitrarily cut up the color space into quite different
categories. Recently, two anthropologists have challenged this assumption.

Berlin and Kay (1969) first looked at the reported diversity of color names
linguistically, and claimed that there were actually a very limited number of
basic — as opposed to secondary — color terms in any language. “Basic” was
defined by a list of linguistic criteria: for example, that a term be composed of
only a single unit of meaning (“red” as opposed to “dark red”), and that it name
only color and not objects (“purple” as opposed to “wine”). Using these criteria,
Berlin and Kay reported that no language contained more than 11 basic color

names: three achromatic (in English, “black,” “white,” and “gray”) and eight
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chromatic (in English, “red,” “yellow,” “green,” “blue,” “pink,” “orange,”
“brown,” and “purple”).

Berlin and Kay next asked speakers of different languages to identify the
colors to which the basic color names in their language referred. Their initial
group of subjects were 20 foreign students whose native language was not

English. Subjects saw a two-dimensional array of colored chips — all of the hues



at all levels of brightness (all at maximum saturation) available in the Munsell
Book of Color (Munsell Color Company, 1966). The students performed two
tasks: (a) they traced the boundaries of each of their native language’s basic color
terms, and (b) they pointed to the chip which was the best example of each basic
term. As might have been expected from the anthropological literature, there was
a great deal of variation in the placement of boundaries of the terms. There was
not, however, reliable variation. Speakers of the same language disagreed with
each other in placement of the boundaries as much as did speakers of different
languages; and the same person, when asked to map boundaries a second time,
was likely that even anthropological reports of differences in the boundaries of
color terms are confounded by this unreliability. Surprisingly, in spite of this
variation, the choice of best examples of the terms was quite similar for the
speakers of the 20 different languages. Berlin and Kay called the point in the
color space where choices of best examples of basic terms clustered “focal
points,” and argued that the previous anthropological emphasis on cross-cultural
differences in color names was derived from looking at boundaries of color names
rather than at color-name focal points.

Berlin and Kay’s claim about the number of basic color terms was that
there were never more than, but could be fewer than, 11 terms; in fact, they
argued that color terms entered languages in a specific evolutionary order. The
Dani of West Irian (Indonesian New Guinea) are a stone-age, agricultural people
who have a basically two-term color language Berlin and Kay’s proposed
evolutionary ordering of color systems. For Dani, the eight chromatic focal chips
were not more codable than the internominal chips (established by having 40 Dani
name all of the color chips in the Berlin and Kay array).

This study also illustrates a point about method which was emphasized
earlier. A striking aspect is that Dani memory performance as a whole was poorer
than American. If the hypothesis had been in terms of absolute differences
between cultures, we would have noted that Dani both had fewer color terms and

poorer memory for colors than Americans, and might have claimed that linguistic



relativity was thereby supported. However, it must be remembered that the Dani
are a preliterate people, living in face-to-face communities, probable without need
for or training in techniques for coping with the kind of overloads of information
which this unfamiliar memory test required. All of those extraneous factors
undoubtedly affected Dani memory performance as a whole. Our hypothesis
however, concerned differential memory for different types of color within
culture and, therefore, was not negated by general cultural differences in “test
taking.”

Color initially appeared to be an ideal domain in which to demonstrate the
effects of lexical differences on thought; instead, it now appears to be a domain
particularly suited to an examination of the influence of underlying perceptual
factors on the formation and reference of linguistic categories. Certain colors
appear to be universally salient. There are also universals in some aspects of color
naming. How (by what mechanism) might the saliency be related to the naming?
What we are asking for is an account of the development (both in the sense of
individual learning and the evolution of languages) of color names which will
specify the precise nature of the role played by focal colors in that development.

Rosch (1973) proposed the following account of the development of color
names; there are perceptually salient colors which more readily attract attention
(even of young children — Heider, 1971) and are more easily remembered than
other colors. When category names are learned, they tend to become attached first
to the salient stimuli (only later generalizing to other, physically similar,
instances), and by this means these “natural prototype” colors become the foci of
organization for categories. How can this account be tested? In the first place, it
implies that it is easier to learn names for focal than for nonfocal colors. That is,
not only should focal colors be more easily retained than nonfocal in recognition
over short intervals (as has already been demonstrated), but they should also be
more readily remembered in conjunction with names in long-term memory. In the
second place, since a color category is learned first as a single named focal color

and second as that focal color plus other physically similar colors, color



categories in which focal colors are physically central stimuli (“central” in terms
of some physical attribute, such as wavelength) should be easier to learn than
categories structured in some other manner (for example, focal colors physically
peripheral, or internominal colors central, and no focal colors at all).

A test of these hypotheses obviously could not be performed with subjects
who already knew a set of basic chromatic color terms provided by their
language. This brings us to another important possible method for cross-cultural
research which has seldom been applied—a learning paradigm. The Dani, with
their two-term color language, provided an ideal opportunity to teach color
names. Three basic types of color category were taught. In Type 1, the physically
central (i.e., of intermediate value in wavelength or brightness) chip of each
category was the focal color. In Type 2, central chips lay in the internominal areas
between Berlin and Kay’s best-example clusters. Type 3 categories were located
in the same space as Type 1; however, instead of occupying a central position, the
focal color was now to one side or the other of the three-chip category.

Subjects learned the color names as a paired-associate task, a standard
learning task in which subjects learn to give a specific response to each of a list of
stimuli. In the present case, colors were the stimuli, and the same Dani word was
the correct response for the three colors in a category. The task was described to
each subject as learning a new language which the experimenter would teach him.
The subject was told the “names” for all of the color chips, then presented with
each chip and required to respond with a name. Chips were shown in a different
random order each run, five runs a day, with feedback after each response, until
the criterion of one perfect run was achieved.

The results of the learning supported Rosch’s account of the role of focal
colors in the learning of color names. In the first place, the focal colors were
learned with fewer errors than other colors, even when they were peripheral
members of the categories. In the second place, the Type 1 categories in which
focal colors were physically central were learned as a set faster than either of the

other types. The Type 2 categories, which violated the presumed natural



organization of the color space, were the most difficult of all to learn. Thus, the
idea of perceptually salient focal colors as “natural prototypes” (rather like
Platonic forms) for the development and learning of color names was supported.

...At this point, the reader may well feel a sense of discontent. We appear to
have concluded that color terminology is entirely universal. But what of color
term boundaries, and what of the degree of elaboration of secondary color terms?
If color terms make no difference to perception, cognitive processes,
communication, or life, why should languages have any color terms at all, much
less differences in terms? What are color terms used for? One theory is that we
have them in order to communicate about objects which are the same except for
color. All of the cultures which have fewer than the full complement of 11 basic
terms are also technologically not at an industrial level. According to this theory,
color terms only become necessary for communication when manufactured
objects can be produced in multitudes, and coloring agents are available for
imparting different colors to the otherwise identical objects. A paradigmatic
situation for using color terms in this context would be to say “Bring me the
orange bowl,” thereby specifying which of several, otherwise indistinguishable,
bowls was desired.

But why should anyone want to specify the “orange bowl?”” Think about the
contexts in which you actually pay attention to subtle differences in color. They
are probably activities such as deciding what articles of clothing to wear
simultaneously, decorating houses, landscaping gardens, and producing and
appreciating works of art.

There is one study which bears on this point. Greenfield and Childs (1971)
studied the effect of knowing how to weave certain patterns in cloth upon pattern
conception among the Zinancantecos of Chiapas, Mexico. The patterns consisted
of simple groups of red and white threads. Subjects were asked to “copy” the
pattern by placing sticks into a frame. They were given their choice of various
widths and colors of sticks. While some subjects used only the red and white

sticks to copy the red and white patterns, others freely substituted pink for while



and orange for red. A separate test determined that all subjects could discriminate
the differences between red, orange, pink, and white sticks equally well. The
important point for our argument is that it tended to be subjects who named the
red, pink, orange, and white sticks with different names who adhered strictly to
the red and white sticks for copying the patterns; subjects who used only a single
term for white and pink and a single term for red and orange were the ones who
tended do make the substitutions. It may well be that it is in little understood
domains such as aesthetic judgment that the use of color terms will be found to
“make a difference.” (Of course, the Zinancantecos who used differentiating
terms may have done so because terms do make can now be explored against our
background of knowledge of what is universal in color.

We began with the idea of color as the ideal domain in which to
demonstrate the effects of the lexicon of a language on cognition, thereby
supporting a position of linguistic determinism. Instead, we have found that basic
color terminology appears to be universal and that perceptually salient focal
colors appear to form natural prototypes for the development of color terms.
Contrary to initial ideas, the color space appears to be a prime example of the

influence of underlying perceptual-cognitive factors on linguistic categories.

Other Natural Categories

Facial expressions of emotion are a surprising addition to the class of
natural categories. Not only were they once not considered universal; but there
was considerable doubt that, even within one culture, emotion could be judged
better than chance from the human face (Bruner & Tagiuri, 1954). As had been
the case with colors, such judgments seemed to stem from the unsystematic
employment of miscellaneous facial expressions in judgment experiments. Ekman
(1972) claimed that there are six basic human emotions (happiness, sadness,
anger, fear, surprise, and disgust) and that each is associated with a quite limited
range of facial muscle movements constituting a pure expression of that emotion;

other expressions tend to be blends of emotions, or ambiguous or nonemotional



expressions which could not be expected to receive reliable judgments. When
Ekman put together sets of pictures of pure expressions of the proposed basic
emotions, he found that these pictures were judged correctly by Americans,
Japanese, Brazilians, Chileans, and Argentinians. Furthermore, two preliterate
New Guinea groups with minimal contact with Caucasian facial expression, the
fore and the Dani, were able to distinguish which of the expressions was meant on
the basic of stories embodying the appropriate emotion. Like color, universality
was discovered in facial expressions of emotion only when an investigator
thought to ask, not about all possible stimuli, but about the prototypes (best
examples) of categories. As is the case for color terms, there appears to be a
residual function of emotion names themselves.

It is unreasonable to expect that humans come equipped with natural
prototypes in all domains. Dogs, vegetables, and Volkswagens, for example, are
probable culturaliy relative. Yet such categories may also possess an “internal
structure” which renders them more similar to color than to artificial categories.
That is, the color, form, and emotional expression categories were composed of a
“core meaning” (the clearest cases, best examples) of the category, “surrounded”
by other category members of decreasing similarity to the core meaning. Think
about the common semantic category “dog.” Which is a better example of your
idea or image of what that word means (which is doggier ?); a German Shepard or
a Dachshund? Rosch (1973) had college students rate members of a number of
semantic categories as to their prototypicality and found high agreement in
judgment between subjects. Evidence has since been obtained, in a variety of
tasks, that such categories seem to be “stored mentally,” not as a list of logical
criteria for category membership, but rather seem to be coded in a “shorthand”
form consisting of a fairly concrete representation of the prototype (for further
explanation, see Heider, 1972, and Rosch, 1973).

If internal structure and prototypes, whether “given” or learned, are
important aspects in the learning and processing of semantic categories, the fact

has implications for cross-cultural research. Present anthropological linguistic



techniques (for example, componential analysis) tend to emphasize discovery of
the minimal and most elegant, logical criteria needed to determine membership in,
and distinctions between, classes. Analysis of the best-example prototypes of
categories may provide us with a new, psychologically real, and fruitful basis for
comparison of categories across cultures.

Even completely aside from internal structure, given any collection of
stimuli or cultural environment, it is unreasonable to expect that categories will be
formed randomly. For example, there are undoubtedly psychological rules for
perceiving “clusters” of stimuli and “gaps” between stimuli. Such factors as
frequency of particular objects, order of encounter with the objects, “density” of
nonidentical but similar stimuli, and the extent to which objects in one “cluster”
are distinctively different from objects in other “clusters” are examples of the
kinds of factors which might determine psychological grouping. Of course,
categories of all types probable not only have labels, but also have some rationale
which makes them not purely arbitrary but rather natural categories.

We began with the notion of linguistic relatively defined in terms of
insurmountable differences in the world view of cultures brought about by
differences in natural languages. Because of the variety of requirements for
specificity and cross-cultural controls in testing such assertions, we were reduced
to the far less sweeping claim that color names affect some aspects of thought.
However, we discovered that colors appeared to be a domain suited to
demonstrate just the opposite of linguistic relativity, namely, the effect of the
human perceptual system in determining linguistic categories. Very similar
evidence exists in the domains of geometric form and emotion categories.
Furthermore, psychological principles of categorization may apply to the
formation of all categories, even in culturally relative domains.

At present, the Whorfian hypothesis not only does not appear to be
empirically true in any major respect, but it no longer even seems profoundly and
ineffably true. Why has it been so difficult to demonstrate effects of language on

thought? Whorf referred to language as an instrument which “dissects” and



categorizes “nature.” In the first part of the chapter, we saw that it has not been
established that the categorizations provided by the grammar of the language
actually correspond to meaningful cognitive units. From the latter part of the
chapter, we can now see that for the vocabulary of language, in and of itself, to be
a molder of thought, lexical dissections and categorizations of nature would have
to be almost accidentally formed, rather as though some Johnny Applessed had
scattered named categories capriciously over the earth. In fact, the “effects” of
most lexical linguistic categories are probably inseparable from the effects of the
factors which led initially to the formation and structuring of just those categories
rather than some others. It would seem a far richer task for future research to
investigate the entire complex of how languages, cultures, and individuals come,
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in the first place, to “dissect,” “categorize,” and “name” nature in the various

ways that they do.



Text for reading to unit VIIL.

Texcer 1i14 urenus Kk moayJar VII

N3 Beowcouyxas, A. Jlekcuueckas cemanmuxa  KyJibmypHO-CONOCMABU-MEbHOM
acnexkme / A. Beowcouykas // Cemanmuueckue yHusepcaiuu. — M., 1999. —
c. 526-545.
Laughter: cmex u xoxor

Kak ormeuaercs 8 RECDHB®, anrnmiickoMy cioBy laughter B pyccKoM
S3BIKE COOTBETCTBYET HE OJ[HO, a JIBa CYUICCTBUTEIBHBIX (CMex W Xoxom), a
aHTJIMACKOMY TJIaroily laugh B pycCKOM $sI3bIKE COOTBETCTBYET HE OJIMH, a JBa
ryiarojia; cmeamscsi 1 xoxomams. KOHEUHO, B aHTJIMICKOM SI3bIKE €CTh M JIPYTHE
cJioBa, 00O3HAYAIONIME TO, YTO MOXKET paccMaTpUBATHCS KaK Pa3HOBHIHOCTH
cMmexa: chuckle ‘cmemok, PbIpKHYTH OT cMexa’, giggle ‘XUXUKaHbe, XUXUKHYTh U
cackle ‘XOXOTOK, KyAaxTaTh OT CcMe€Xa’, — HO OTHOIIEHHE ITHX CJOB K CaMbIM
0a30BbIM clioBaM — laugh v laughter — TOMHOCTBIO OTINYAETCS OT COOTHOIICHUS
MEXIy PYCCKUMHU CIIOBAMHU XOXOM, XOXOmams, C OJHOW CTOPOHBI, U CMeX,
cmeamvess — ¢ Apyrod. Ha camom Jnene Bce Tpu aHIVIMIMCKUX clioBa: giggle,
chuckle u cackle — moapa3ymMeBarOT HEUTO MEHBIIIEE, YEM CMEX OT BCETO Cep/lia.
N3 »tux Tpex cioB o0003HAYAIONIEe HEMPOU3BOIBHOE, HEKOHTPOIHPYEMOE
JIENCTBUE CIIOBO giggle, MMEET JIGKCUYECKUN aHaJIOT B PYCCKOM SI3BIKE — TJIarod
xuxuxams (0€3 COOTBETCTBYIOUIETO CYIIECTBUTENIBHOr0), a 0003HAYaAIOIIUe
CO3HATEJIbHBIC U KOHTPOJUpPYEeMbIe NeicTBUs chuckle, u cackle BooOllle HE UMEIOT
aHAJIOTOB B PYCCKOM SI3BIKE.

B ornuuue ot giggle, chuckle v cackle, xoxom, Tonkyemsiii B RECDHB
kak «laughter, good laughter», npencraBnsier co60r0 UMEHHO CMEX, MOJTMHHBIN
CMeX, Xoxomams — 3HAYUT CaM03a0BEHHO, HE CIEP)KUBASICh, CMEATHCS B CBOE

YAOBOJLCTBHC.

RECDHB — The Russian-English Collocational Dictionary of Human Body (Pyccko-
AHIIMACKUH CII0BAph KOJUIOKAUH, OTHOCAIIUXCS K yesoBeueckoMy Teiy JI. Mopaanckoit u
B. [Tanepno, 1995).



[TonoxxeHue, COrIacCHO KOTOPOMY PYCCKHMH Xoxom TpPENCTaBisieT co00r0
HEUTO WHOE, HEXENU «IO0JICMEUBaHbe», 0003HAYaeMOE€ AHIIMUCKUMH CIOBAMHU
giggle, chuckle w cackle, nontBepxnaerca ynomuHaembiMu B RECDHB
CJIIOBOCOYETAHUSAMHU, TAKMMH KaK CIEIyIOIIMe: YMHUpaTh OT X0xoTa ‘to be dying
from chuckling/cackling’, ymupaTh OT cMelIka/X0XOTKa, MOMUPATh OT XOXOTa,

YyTh HE YMEPETH OT XOXOTA.

O4eBUHO, YTO MO-AHTIUNUCKU HENb3s CKa3aTh, YTO KTO-TO yMHUPAJ WU
yyTb He yMep oT «chuckling, cackling wnmmu giggling». (MutepecHo Takxke
OTMETHUTbh, YTO AHTJUHCKUE CYIICCTBUTEIbHBIC giggle, chuckle n cackle Bce
0003HaYaI0T OTHOCUTEILHO KpaTKue JCHCTBUS, TOTJa KaK PYCCKOE CIIOBO XOXOM
0003HavYaeT JIMTEILHOE ICUCTBHUE. )

Ipyrue rnarojibHble BbIpakeHusi, ynomuHaembie B RECDHB, paBHo
KpaCHOPEUYMBBI: KaTaThCs OT XOXOTa, C HOT BAJIMTHCSA OT XOXOTa, XBAaTaThCs 3a
00Ka OT X0XOTa, TPSCTUCH OT XOXOTa, )KHBOT KOJIBIIIETCS] OT XOXOTa, HA ria3ax

CJIC3bI BLICTYIIUJIN OT XOXOTa.

[IpunararenbHbie, ¢ KOTOPHIMH OOBIYHO COYETAETCSI CIIOBO XOXOM, TaKXKe
OTJIMYHBI OT T€X, KOTOPhIE BEPOSITHBI B COUETAHUM CO CloBaMu giggle, chuckle
umn cackle: rpomkxuii xoxot — loud giggle/chuckle/cackle, Becembrit xoxor —
merry (cheerful) giggle/chuckle; cheerful cackle, 3m0poBBII XxOXOT —
robust/healthy giggle/chuckle/cackle, npyxnbiii xoxor — general (Oyks.
harmonious, in concord) giggle/chuckle/cackle, packatucteiii xoxot — peals of
giggle/chuckle/cackle (Takke: packaTbl X0X0Ta).

TunumuHOCTH COYETaHMS ATHX MPUIIATATENILHBIX CO CIIOBOM XOXOM HABOJIUT
Ha MBICIb, YTO B PYCCKOM KyJbType TPOMKHH M HECIEPKAHHBIM XOXOT HE
paccmaTpuBaeTcsi (TOBOPSIIUM U, BEPOATHO, SI3bIKOBBIM COOOIIECTBOM B LIETIOM) C
KaKUM-THOO0 HEOJ00peHHEeM, YTO, HAMPOTUB TOTO, OH CUHUTACTCS «3IOPOBBIMY.
Nomina personae xoxomyr (MyX4WHA) U XOXOMYHbs (PKEHIMHA) OCOOEHHO
MOKa3aTelbHbl B OSTOM OTHOIIEHWHU, IOCKOJIbKY 00a OHHU IMOApPa3yMeBaroT
MOJIOKUTETHHOE OTHOIICHHE K JIUILY, O KOTOPOM HJIET Peub. ITO MOJOKUTEIHHOE

OTHOHICHHC, BCPOATHO, CBA3AHO C TCM (I)aKTOM, 4TO Xoxom AOOJIKCH BBIPAXKATb



HEMOJJCNIbHO «XOpOIllMe YyBCTBa». Tak, eclnu cmex, Kak U laughter, MOXeT
MHOTJIa OMHCHIBATBhCS Kak eopwukuti (bitter) wnu capxacmuueckuti (sarcastic),
XOXOT YyHOTPeOJSAThCS B TaKUX COUYETAHUSIX HE MOXET (TOPBKHHA XOXOT,
CapKacTHUYECKUN XOXOT).

[TockonmbKy cJOBa Xxoxom W Xoxomamb TPEIACTABIAIOT COOOI BechMa
OOBIYHBIC M YACTHIE B Pa3TOBOPE CIOBA PYCCKOTO SI3bIKA, TO, YTO OHU CIIELUATBHO
(GOoKycUpYIOTCS Ha TPOMKOM U HECAECPXKAHHOM CMEXe, JaeT OCHOBaHUS
Ipearnoaratb 0CO0yH OTMEYEHHOCTh X0X0Ta B PyCCKOW KybType: nHpopmanms,
KOTOPYIO MBI MOKEM HU3BJI€Yb U3 CIOBAPHBIX JAaHHBIX, MO-BUAUMOMY, COCTOUT B
TOM, YTO, C TOYKH 3PEHHUS PYCCKOW KYJIbTYPBI, OXXHIAETCA, YTO JIOIU OyIyT
MHOTJAa — BO3MOYKHO, Ja)X€ YacTO — CMEATHCSA TPOMKO M HECAEP)KaHHO, MPOCTO
BecelsICb M Jeias 3TO 0e3 BCAKUX TOMBITOK KOHTPOJUPOBATH TEJIECHBIE
MPOSIBIICHUS] CBOETO XOPOIIETO HACTPOSHUS (Takue Kak TPsICeHHE, BaJIEHUE C HOT,
KOJIBIXaHUA U T. /1.); @ TaKK€ YTO TAKOTO Poja MOBEJICHUE HE TOJBKO CUMTAETCA
HOPMAaJIbHBIM ¥ COLIMAJIbHO TpHUEMJIEMbIM, HO (aKTHUYECKH OJ00pseTcs.
OTtcyTcTBUE CclOBa, TOJOOHOTO CIOBY Xoxom (HE TOBOPS YXKE O CJIOBAX XOXOMYH
U XOXOMYHb51), B CJIOBAPHOM COCTaBE aHIVIMKUCKOIO SI3bIKa, TaK )K€ KaK U HaJu4ue
B HeM cioB chuckle, u cackle, naeT ocHOBaHH II0JIaraTh, YTO AHIVIOCAKCOHCKHE
HOPMBI U O’KUJAHUSI OTHOCUTEIHHO CMEeXa OTINYAIOTCS OT PYCCKHUX.

DTO  OMOJHUTENHFHO TOATBEPKAACTCS  HAIWYUEM  OTPHUIIATEIBHBIX
KOHHOTAIM} y aHIJIMICKOTrO Iarona guffaw ‘rororartb, p>KaTh’, KOTOPbIA MHOT/IA
NPUBOJIUTCS B PYCCKO-aHTJIMHCKUX CJIOBapsX B KaueCTBE HSKBHBAJICHTA CJIOBA
xoxom. B oriauume OT CcIOB Xxoxom W Xxoxomamo, guffaw He SBISETCS
00IIeynOTpEOUTETFHBIM CIIOBOM; CaMa €ro CEMaHTHKa OTpa)kaeT HEoJ00peHHE
HEC/IEeP)KAaHHOTO TPOMKOro cMexa (Torga Kak €ero HH3Kas YacTOTHOCTh JaeT
OCHOBaHMsI TOJararb, 4YTO TaKOr0 poja TIOBEJIECHHWE paccMaTpPUBACTCS Kak
HEOOBIYHOE).

PaccmoTpenune coueTtaeMoCTH PYCCKHX CIOB cMeX WU cMeambcsi U HUX
aHTJIMACKUX aHaloroB laughter v laugh, x KOTOpOMYy MbI Tenepb oOpaTUMCH,

YKa3bIBA€T B TOM JKC HAIIPaBJICHUU. HOI[O6HO xoxomy, cmex HUMECT HCHBIﬁ pAaa



KOJUIOKAllMi,  KOTOPBbIE  NPEACTAaBJISIOT  €r0o  KAaK  HWHTCHCHUBHBIA W
HEKOHTPOJIUPYEMBIH, oOnagaronui JIETKO 3aMETHBIMU TEJIECHBIMU
MPOSIBICHUAMU. DTU KOJUIOKALMI BKJIIOYAKOT CIECAYIOUIME: Pa3pa3suThCsl CMEXOM,
HAJI0pBaTh ceO€ KUBOTUKH, UyTh HE JIOMMHYTh OT CMEXa, MOKATUTHCS CO CMEXY,

YYTb HC YMCPETh CO CMEXY, 3aKATUTLCA CMEXOM, ITPLICHYTH OT CMCXaA.

XOTS1 HEKOTOPBIM U3 YKa3aHHBIX KOJUIOKAIMI MOTYT OBITh MOCTaBJIEHBI B
COOTBETCTBHE AHIJIMHCKHE SKBUBAJICHTHI, PYCCKHE BBIpOXKEHUS U Ooiee
MHOTOUYMCJIEHHBI, M Oojee TeaTpajibHbl. Pa3nuuue OCOOEHHO 3aMETHO NpU
ONMMCAHUM JJIUTEIBHOT0, MPOJOJIKAIOLIEIOCsS CMeXa, TO €CTh CMeXa, KOTOPOMY
YeJIOBEK CBOOOHO MO3BOJISIET C€0€ MPEeaBaThCs B TEUEHUE HEKOTOPOrO BPEMEHH,
HE TBITASACh PETYIMPOBATh WJIM OCTAHOBHUTH €ro. B aHTIUHCKOM s3BIKE €CTh
HECKOJIbKO BbIpaxkeHui Bpoje «nearly died laughingy [‘ayTh HE ymep co cmexy’],
HO HE Takux, Kak «was dying with (wm from) laughter» [‘ymupan co cmexy (unu
or cmexa)’]. Ho B pycckoM s3bIK€ €CTh MHOTO BBIPAKEHMM, COJEpIKaIIUX
IJIarojbl HECOBEPUICHHOTO BHJIa M 0003HAYAIOIINUX KpailHHE MpOSIBICHUS CMEXa,
HaIpuUMep: 3aJMBaThCsl CMEXOM, HAJpbIBAThCA OT CMeXa, yMHpaThb CO CMEXY,
MOMHpATh CO CMeXy, JMJaBUTbCA CO CMeXy. MHOrue Takue BBIPAKEHUS
NPENoNaraloT BHUAWMBIC HEMPOU3BOJBHBIE JBMKEHHS Tela CMEIOIErocs
YeNIOBeKa: 3aKaThIBATHCS CMEXOM, KaTaThCsl OT CMeXa, TPSACTUCh OT CMEXa;
COTpSICAaThCS: TENO COTPSICACTCA OT CMEXa; KOJBIXaThCS: KUBOT KOJBIIIETCS OT
CMeXa; TPSICTUCH: KUBOT TPSICETCA OT CMEXa; KOPYUTHCS OT CMEXa.

Wtak, HE TONBKO yHOTpeOJIeHHE CI0Ba XO0XOm, HO U YHNOTpPEOJIEeHUE ClIOBa
cMex HaBOJUT Ha MBICITb, YTO HECIIEPKaHHBIN, HEPETYINPYEMbI cMeX B OOIbIIeiH
CTETIEHH OTMEYEH B PYCCKOM KYJIbTYypE, HEKEIH B TOCMOICTBYIOIINX TEHICHIIHSIX
aHTJIOCAaKCOHCKOM KyJIbTypbl. CIOBO Xoxom TpEeACTaBISIET COOOI0 JIEKCUYECKOe
OTpaXEHUE ATOU KYJIbTYPHOW OTMEUYEHHOCTH, TOTJIa KaK U CIOBO cMeX, U CIOBO
X0xom OTpaXxaroT ee B cBOeM (pa3eoOrn4ecKOM MMOBEACHUH.

Caesbl

PyCCKOC CJIOBO cne3bl HUCHOJB3YCTCA OJId  YKa3daHWsA Ha BHCIIHCES

BBIPAKEHNE dMOLIMM 3HAYNUTEIIBHO INPE, HEXKEU €ro aHTJIMUCKUN aHaJIor tears, U



uMeer  Oojee  IMMPOKUM  Juama3oH  coderaemMocTu. g mepeBoaa
COOTBETCTBYIOLIMX COYETAHUMN HA AHIVIMMCKUU SI3bIK YACTO NMPUXOAUTCS U3MEHSTh
CMBICI MCXOJHOI'O BBIP@&KEHHMs, M HaIpaBJICHWE OTOr0 H3MEHEHMS BCErIa
IIPEACKA3yeEMO: OHO HEHM3MEHHO 3aKJI0YaeTCsi B «CMATYEHUH» MCXOJHOTO
cMbicia. OIWH XapakTepHbIM JuTepaTypHbld npumep naer Ham RECDBH
(c. 340), npuBoas uurtaty un «EBrenuss OHeruna» IlymikuHa u ee mepeBoj Ha

AHTJIMMCKUHN SI3BIK, ceTaHHbIN Yapab3oM [>KOHCTOHOM:

Knseuns nepeo num, oona, The princess, sitting peaked and wan
Cuoum, ne yopauna, 6n1eona, Alone, with no adornment on,
Ilucvmo kakoe-mo yumaem She holds a letter up, and leaning

U muxo cnesvl 1bem pekot, Cheek upon hand, she softly cries
Onepuiucey Ha pyKy wekoui In a still stream that never dries.

B anrnuiickom nepeBojie KHATUHS IUIAYET «TUXUM PYYbeM», HO B PyCCKOM
OpUTHHAJIE OHA «CJIE3bI JILET PEKOI», U 3TO YMEHbIIIEHUE TIOTOKA CJIE3 OT «PEKU»
K «py4bl0» B BBICIIEH CTENEHU XapakTepHo. Hampumep, pycckue BbIpa)KeHUs,
o0O3HavarolMe Iiay, BKIIOYAIOT CIEIYIOUIUE: JUTh CJE3bl, MPOJIUBATH CIIE3bI,

3aJINBATbCA CJIC3aMU, 00IMBATHCS CIIE3aMH.

EnnHcTBEHHOE aHTIMHCKOE BBIPAXKEHHE, KOTOPOE MOXKHO CpPaBHHUTH C
yKa3aHHBIMH PYCCKUMHU BBIPROKCHHSIMH, — 3TO fo dissolve in tears ‘3aquThCs
cie3amu;,; OyKB. pacTBOPUTH B cie3ax’, HO, BO-TIEPBBIX, JaKe€ €My MPUCYII
HECKOJIbKO MPOHMYECKUN WM AUCTAHUUPYIOLIUN TOH, a BO-BTOPBIX, €r0 HEJb3s
yHOTpeOUTh IO OTHOIICHUIO K MPOJOJIKAIOUIEHCS AEATEIbHOCTU: «3aJIUThCS
cne3amm» («dissolve in tears») MOXXHO TOJIBKO OJMH pa3, TOI/A KaK MO-PYCCKHU
BCE MEPEUNCIICHHBIE BBIIIE BBIPAKECHUS UMEIOT UMIIEPPEKTUBHBIN BapUaHT U TEM
CaMbIM TIO3BOJISIIOT TOBOPSIIIEMY OMHUCHIBATH JACSITEIBHOCTh M0 «3aJTMBAHUIO
clie3aMm» KakK MPOJI0JDKAIONIYIOCS, HE OTPAHUYEHHYI0 KAaKUMU-JINOO BPEMEHHBIMU
Ipe/IeITaMH.

Bripaxxenue secw (6cs) 6 crezax NOMKHO ObITH CMSTUYEHO MO-aHTIUNUCKU 10

MIPOCTOTO in tears ‘B cne3ax’. Hanpumep:



Omna npumina Bes B cne3ax ‘She arrived in tears’;
[Tpumien nomoii, a Math Bcs B cie3ax ‘When I came home, 1 found my mother in

tears’.

B pycckoM s3bIKE €CThb psAX BBIPAKECHUM, OIMCHIBAKOIIMX, KaK CJE3bI

JBIOTCS U3 YbMX-JTHOO TJ1a3. DTH BRIPAKEHUS BKIIIOYAIOT CJICTYIOITHUE:
meub/nomeus
VY N cnessl TeKYT pyubeM (WM B TPU pYyubs) (U3 TI1a3) IUMbCA/NOAUMBCS

Y N cnes3sl npl0TCS pydbeM (WU B TpU PYyubs, WIM peKoii) (U3 TIa3)
KamumbCs/noOKamumcs

V'N cnessl karstcs (rpagom) (U3 riaz)
OpLIZHYMD

V¥ N cne3bl OpbI3HYIH (U3 TII1a3)
XJIbIHYMb

VY N cne3bl XJIbIHYIU (U3 T71a3)

cmpyuniobcs

¥ N 1o miekam CTpysarTcs CIe3bl.

Kpome Toro, mo-pyccku nuio, riiaza, Jia 1 4eJO0BeK B 1[EJIOM MOTYT ObITh
OMHUCaHbl KaK BUAMMBIM 00pa3oM W3MEHHUBIIMECS I0J] BO3JACHCTBHEM IUIada. B
AHTJIMIICKOM TEPEBOJAE MPUXOAUTCS H3MEHSITh TaKUE OMHCAHUS, MOCKOJIbKY HE
CYILIECTBYET HAMOMATUYECKOro crocoba mepenath ux. Hampumep, BeipakeHue
3annaxkanusie 2nasza mnepemgaerca B RECDHB kak «tear-reddened eyes»
[‘TIoKpacHeBIIME OT cCJie3 IJa3a’], HO Ha caMOM JieJIe OHO O3HAadaT HEYTO
OoJblliee: «rjaza, BUIMMBIM OOpa30M HW3MEHUBIIHMECS U TMOKAa3bIBAIOIIHUE, YTO
YeJIOBEK IJIaKam» (He MPOCTO IIOKPACHEBIIIUER)...

Pycckoe Beipaxkenue oo cies, TonkyeMoe B RECDHB kak «V noka He 3a-
mageT» («V until one cries»), OOBIYHO HCMONB3YETCS JJISI ONMHUCAHUS IEJI0TO
MHOKECTBAa 5SMOILIUNA, BKIIOYass Te€, KOTOpble OO0O03HAYAIOTCS CJEAYIONUMU
rJIarojlaMd ¥ TJIarOJIbHBIMU TPYIIIAMH: CMesAmbCs, XOXOMAambv, NOKPACHEeMmD,
cMywamocst, 00uoOHo, 3a6udHo M OdocaoHo. Camo co0ow pa3zyMeercs, 4YTO

cloBocodeTaHue «until one cries» HE HCHOIB3YeTCS TakuM o00pa3oM B



aHTIMiCcKOM si3bike. [lo-BUAMMOMY, 3TO HaBOJUT HA MBICTB, YTO CIIE3bI
paccMaTpUBAIOTCS B PYCCKOM KyJbType, B OTJIWYHUE OT aHIJIIOCAKCOHCKOM
KYyJbTYpbI, KaK OOBIYHBIA M OOIMIEMPUHATHIA CHUMIITOM IIE€JIOTO psiia IMOIIHMA,
BKJIFOYasi, HAPUMEP, CMYIIIEHNE, 3aBUCTh, I0CAAY U T. II.

K cxomHOMy BBIBOY TOJBOJISAT HAC CIEAYIOIIME PYCCKUE CIIOBOCOUYETAHUS
U UX aHTJUHCKHE TOJIKOBAHUS: CJIe3bl cHacThs «happy tears»; clie3bl BOCTOpTa
«ecstatic tears»; cie3bl o0uabl «tears of humiliationy; cie3sl packasabs «tears of
repentance»; cie3bl gocaabl  «tears of disappointmenty; cie3bl KaJlOCTH
«sorrowful tearsy; cie3bl couyBcTBuUsA «tears of sympathy».
He ynuBuTENbHO W TO, YTO, KaK Mbl YBUJIUM B CJICAYIOIIUX ABYX pas3jenax,
MHOTHE KOJIJIOKAITMH, 3aTParvBaroOIINe CIIC3bl, 3aTPAarvMBalOT TAaKXKe  TJia3a WId

JIUIIO B LICJIOM.

Face—auuo

Coueranus ¢ pycckuM cJoBOM .Juyo, npuBeraeHHbie B REGDHB, naror
OCHOBAHMsI MPEJIoJIaraTh KyJIbTYPHYIO TO3UIMIO 110 OTHOIICHUIO K BBIPAKEHHUIO
TUIa, OTIMYHYI0  OT  TIO3WIUMH,  MPEArojaraeMol  OOMIECHPUHSATHIMH
CJIOBOCOYETAHUSIMH C aHTJIUICKUM CIIOBOM face.

[Ipexxne Bcero, B PYCCKOM S3BIKE JIMIIO YAacTO OIMCHIBACTCS Kak
«CBETAIIECECS», «OCBEUIEHHOE» WIH CHUsomee (pagocThio, YAOBOJILCTBUEM,
BOCTOPIOM W T. J.), TOTJa KaKk B QHTJIMHCKOM $SI3bIKE €CTh JIMILb OJHO TaKOe
BBIpaXXEHUE: someone’s face lit up ‘4be-TO JMUIIO OCBETHJIOCH , — KOTOPOE MOXKET
yKa3bIBaTh JIMIIIb HA MOMEHTalbHOE coObITHe. Hampumep: y N numo cusier ot
panocTH (paloCThi0), BECh CHATH/TIPOCUATH/3aCHATh OT PaJAOCTH (WM BOCTOPra),
y N U110 ocBETHIIOCH (PagoCThio), U0 y N MPOCBETIIENO, TPOCBETICHHOE JTUII0
(mozpa3zymeBaeT: SMOIIMOHAIILHO TIPUIIOHATOE, CBETIIOE, PAJIOCTHOE).

N Hao60poT, IUII0 MOKHO OIMUCATH MO-PYCCKHU C TOUYKH 3PEHUS OTCYTCTBUS
ceera: y N JuIo oMmpadmiioch, y N JUII0 ToMpayHeno, y N TeHb npoOekaa 1o
muity, y N JUI0 mOoracio, TeMHETh/TIOTEMHETh JIMIIOM. YJBIOKY TaKKe MOYKHO

OMMKCAaTh MO-PYCCKU C TOYKU 3PECHHS HAJIM4YUS CBETa (UTO MEHEee OOBIYHO, HO HE



MOJIHOCTBI0O HEBO3MOXKHO TO-aHTIMHCKH): yIbIOKa ocBemaer Jjmmo. Ho
CJIEIYIOIUE CIIOBOCOYETAHHUS, COBMEIIAIONINE HJICI0 YJIBIOKM W TUIABAHUS WITU
yIBIOKA W TOJI3aHbSl, HE HMMEIOT aHAJOroB B AHIVIMKMCKOM S3bIKe: JHUIO y N
pPacIuIbLIIOCh B MIMPOKOW (WJIM pagoCTHOW) yibiOKke, Yy N JHII0 pacmoi3ioch B
ynbeiOke. Ilocnegnue nBa BbeIpakeHus, onucbiBaemMble B RECDHB  kak
YKa3bIBAIOIIUE HA «PaJOCTHYIO yIbIOKY» (‘joyful smile’), monpasymeBaroT cBoero
pOJia «IEPETOIHEHUE IMOIUSMHU, CBA3aHHOE C OTCYTCTBUEM KOHTPOJIS 32 CBOUM
JIUIIOM U OTCYTCTBUEM OIIYIICHUS, YTO TAKON KOHTPOJIb HEOOXOIHUM.

[1nau Takxe OOBIKHOBEHHO OIMHUCHIBAETCS MO-PYCCKH KaK BO3/IEHCTBYIOIINN
Ha JIUIO0 4YeJIOBeKa B OOJBIIEH CTENEHHU, HEXETH ATO MPUHSITO MO-aHTJIMUCKU.
Hampumep, B TO BpeMsl KaK BBIPQXKEHHUE JUYO 3AAUMO Cle3aMU UMEET aHaJOr B
BbIpaXeHUH a face flooded with tears, oOIENPUHITOE BBIPAKECHHUE 3aNIAKAHHOE
JUYo OYEBHUJIHBIM 00pa3oM mpeanoyiaraeT OoJblIee W3MEHEHHE YepT Jula
KaKoro-mm0o 4YeJoBeKa, HEXKENIW Mpeanosarano Obl Omkaiiiee Mo CMBICITY
aHTJIMICKOE BBIpaXXeHue tear-stained face...

Taxxe oOparaer Ha ceOs BHUMaHue npuBoauMbii B RECDHB nuHHBII
CIIUCOK BBIPKEHHM, OMMCHIBAIOIIUX JIUIIA, HE BHIPAXKAIOIINE KaKUX-THO0 MO
(Jacto ¢ KakMMHU-TO OTPUIATEIBHBIMH HUMIUIMKAIMAMH): HEBBIPA3UTEILHOE
oo — unexpressive face, HemojaBmkHOEe nuUO — immobile face, nepeBsiHHOE
auio — wooden face, kameHHOe nHIl0 — Sstone face, 3acTeIBIIEE U0 — Set/frozen

face, y N nuno 3acteuio — N’s face hardened/froze.

Oty BbIpakeHHUS (M WX AHTOHMMBI) MPEANOJaramT, YTO «HOPMAIbHOE)
JIULO JTOJHKHO OBITh 8bIpa3umenbHulM, HOOBUNCHBIM, KUBBIM U UTO €CJIM JIUIO HE
SIBJISIETCSI BEIPA3UTENBHBIM, TO ATO CaMo IO ce0e TypHOU 3HAK (3HAK TParudecKux
MepeXKMBaHUM, 3HaK OeccepAeuus U T. 11.)...

OObIUHOE PaA3rOBOPHOE PYCCKOE CIOBOCOUETAHUE BbIPANCEHUE Uya B
COUYETAaHUU C TMpUJIaraTeabHbIM, 0003HAYAIOIINM SMOIMIO, YKA3bIBAET B TOM XK€
HallpaBJICHUHW: B AaHTJUMUCKOM SI3BIKE CJIOBOCOYETaHUE facial expression
‘BbIpaKEHUE  JHMIA SBISETCS  CKOpee  CIelUalbHbIM  TEPMUHOM, U

o0IIEeyNOTPEOUTENbHBIE PYCCKUE CIIOBOCOYETAHUS, TaKHEe KaK padocmuoe



gvlpasicenue auya WiN eeceioe 8vlpaxceHue auyd, TPyIHO TOYHO IepenaTh Io-
aHrnuicku... [lpunaratenbHble W MPUYACTHS, OIMUCHIBAIOIIAE HMOIMH, II0-
BUJMMOMY TaK)K€ MEHEE€ OXOTHO COYETAIOTCS C aHTJIMHCKUM CIIOBOM face,
HEXXEIU C PYCCKUM CIIOBOM JIUYO.

Hanpuwmep:
panoctHoe im0 — joyful face
Becesoe uio  — merry face
ucnyrannoe iuio — frightened face
yauBieHHoe auno — surprised face
3J10€ JIUIIO0 — angry/mad face
HenoBobHOE uIo — displeased face.

Hekoropble u3 Takux BBIpaKEHUW — Hampumep, sad face — 3Bydar
COBEPILIEHHO €CTECTBEHHO M TMO-aHIJIMICKU, HO JHUANa30H TaKUX BBIPAKCHUN
0onee orpanudeH. OnATh-Taku cam COOOI0 HAIpPAIIMBAETCS BBIBOJ, YTO PYCCKHUE
KyJIbTYPHBIE HOPMBI TO3BOJISIOT U JJaXKe MOOUIPSIOT OOJBIIYIO BBHIPA3UTEILHOCTD
MUMUKH (B cepe IMOIIUI), HEXKEIIU aHTJIOCAKCOHCKUE HOPMBIL............

......pycCKas KynbTypa (B OTJIMYHE OT AaHIJIIOCAKCOHCKOW KYyJIbTYpHI)
COJICPKUT 00Iee «IPEeaIUCaHhe», OTHOCAIIeeCs] K AIMOLUSAM, KOTOPOE MOXKHO
chopMyIIMPOBAThH CIAEAYIONTUM 00pa30M: XOPOIIIO, €CIIA JPYTHE JIOIU 3HAIOT, YTO
YEIIOBEK UyBCTBYET.

B moaTtBep:keHne CyneCTBOBAaHUS TaKOT'O OOIIETO «IIPEIMUCAHUI) MOKHO
NPUBECTH HE TOJBKO TAKUE COYETAHUSA, KAK 300p0o6blil XO0XOm, HO W TaKoe
CIIOBOCOYETAaHME, KaK Oywia Hapacnawiky, WMEIOIIee IOJOKHUTEIbHbIC
KOHHOTAIlMU: WMIUIMKAIUS COCTOMT B TOM, YTO XOPOIIO, JaXe UyAECHO, €CIU
«ayma»  (cepaue) — dYeloBeKa, — MpEeNCTaBisiomias  co0Ol  CpeloTouue
OMOILIMOHAILHON JKW3HU, pAaclaxwBaeTCs B CTUXUUHOM, MIEAPOM, IIMPOKOM,
OypHOM TIOpbIBE, BbIpa)kasi IOJHOE JOBEpUE K JIOASM U MPOCTOMYIIHYIO

T'OTOBHOCTB K O6IH€HI/IIO C HUMMU.



NMrummkanuy TakuX aHTIMUCKUX CIIOB M BBIpAXEHUM, Kak emotional
‘OMOLIMOHATBHBIM, HMOIIMOHAILHO YKpAIIGHHBIN , effusive ‘OKCIAHCUBHBIN ,
demonstrative ‘Hecnep:KaHHbIN, excitable ‘Terko Bo30ynuMbIi’ (OTpULIATEIbHBIE
KOHHOTaIMM), U dispassionate ‘OeccTpacTHBIN’, calm ‘CHIOKOWHBIN, keep calm
‘COXpaHsATh CIOKOWCTBHE , keep cool ‘COXpaHSATh HEBO3MYTHUMOCTb, HE TEPAThH
rojioBel’ u self-control ‘camooOinananue’ (MOJIOKUTEIbHBIE KOHHOTAI[UU) —
COBEPILIEHHO MHbIE.

Ecnu Ob1 y Hac ObUTM YTOHYCHHBIC CJIOBapH KOJIJIOKAIIUH, OTHOCSIIUXCS K
YeJIOBEUECKOMY TeIy, JUIsl JIPYTUX SI3BIKOB — HAMpPUMEp, I UTaIbSHCKOTO,
IPEYECKOro, MajalCKOro, KUTAMCKOTO, SIMOHCKOTO — Mbl MOIJIM Obl MHOTOE
Y3HAaTh O MEXKKYJIbTYPHBIX Pa3IMuUsAX B HOPMaX, OTHOCSIIHUXCS K BBIPAKECHUIO

SMOITUH... MBI MOTJIH OBI IOCTHYB OoJiee OoraThiX, U O0JIee TBEPABIX 000OIICHUI.



Text for reading to unit XI.
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From “The Influence of Culture on Visual Perception” by Marshall H. Segall,
Donald T. Campbell and Melville J. Herskovits. — Bobbs-Merrill Company, Inc.,
1966.

The Influence of Culture on Visual Perception

The selections of our collection trace differences in social perception to
environmental forces that shape the minds of perceivers. The first selection
establishes the impact of visual experience on object perception. It summarizes a
large-scale study which demonstrated that gross characteristics of a person’s
physical environment (such as dense jungles as opposed to flat land) affect the
dimensions of the person’s perceived space in ways that are measurable with
standard laboratory illusions. This fact implies that the assumption of universality
in perception is always a risky one.

One noteworthy methodological feature of the study is the fact that the perceptual

environment of the persons investigated was carefully inventoried, so that their
responses to the laboratory test situation could be systematically related to the
world in which they lived.

That human perception is culturally influenced has long been a proposition
entertained by many social scientists. The plausibility of this proposition is high,
based as it is upon certain contemporary philosophical and social scientific
concepts, such as that of cultural relativism. Moreover, many facts gathered in
psychological laboratories by students of perception, facts that delineate the
important role of an individual’s experiences in his subsequent perceptions,
enhance the plausibility of this proposition....

But however plausible and however widespread its acceptance, the
proposition cannot be considered to be unequivocally demonstrated by very many
empirical data. In part because of the largely anecdotal character of the cross-

cultural evidence available in the literature and in part because of certain



methodological difficulties inherent in any research on perceptual differences
considerably more effort to amass systematic evidence of cultural differences in
perception was called for... The result of these considerations was a cooperative
data-collection effort in some 15 societies. The stimulus materials employed were
based upon five geometric illusions. These materials were chosen primarily
because of their relation to a theoretical approach that appears both plausible and
testable. Briefly, that approach is empiricist, in that it places emphasis upon the
role of learning in visual perception. More specifically, it is based on the
Brunswikian notions of ecological cue validity and probabilistic functionalism.

Proceeding within this framework, we predicted that people in different
cultures would be differentially susceptible to geometric illusions because they
have learned different, but always ecologically valid, visual inference habits.
Depending upon the degree of ecological unrepresentativeness of the illusion-
inducing figure, these habits may or may not result in illusion susceptibility.
Then, applying this general hypothesis to the five illusions, we generated a
number of specific, different hypotheses.

The illusions employed in this study were the Miiller-Lyer and the Sander
parallelogram illusions, two versions of the horizontal-vertical illusion, and an
illusion we have termed “perspective drawing.” (An attempt was also made to
collect data with the Poggendorf illusion, but procedural difficulties hampered
these efforts.) Each of these five illusions was represented by several items in the
stimulus materials; and for each illusion, the discrepancy in the length of the
segments to be compared varied from item to item. As each item was displayed,
the respondent’s task was simply to indicate the longer of two segments.
Complete response protocols were collected from 1,878 persons in 14 non-
European locations and in the United States. These were collected over a six-year
period by a team of fieldworkers in anthropology, psychology, and, in one

instance, psychiatry.
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Miiller-Lyer Illusion Miiller-Lyer, F.C. Arch. Anatomie u.Physiol. Physiologische Abt. 2
(Suppl.) 1889, 263 Miiller-Lyer, F.C. Z. Psychol. 1896, 9, 1 Day, R.H.; Knuth, H. (transl.)
Perception 1981, 10, 126

To minimize difficulties in communication between fieldworkers and
respondents, the stimulus materials were designed so that the linear segments to
be compared were not connected to each other or to any context segments, and
different colors were employed. Respondents could indicate choice either by
selecting one of two colors (on the horizontal-vertical items) or by indicating a
position, e.g., right or left (on the other illusions). Other steps taken to enhance
the validity of the response protocols included the administration of a short
comprehension test requiring judgments similar to, but more obvious than, those
demanded by the stimulus items. Moreover, an internal-consistency check was
later made on each protocol, and wherever irrelevant response sets were detected,
those protocols were withheld from one analysis. A comparable analysis was
performed with all 1,878 protocols, and the results of both kinds of analysis were

substantially identical. After the completion of these analyses, additional data,



including three sets from societies not sampled in our original study, were
analyzed, and the results of this analysis substantiated the previous findings.

It was found that on both the Miiller-Lyer and the Sander parallelogram illusions
the European and American samples made significantly more illusion-supported
responses than did the non-Western samples. On the two horizontal-vertical
illusions, the European and American samples had relatively low scores, with
many, although not all, of the non-Western samples scoring significantly higher.
All samples appeared to be minimally susceptible to the perspective drawing —
this suggests that it was a weak illusion generally — and no significant
intersample differences occurred.

The finding on which we place greatest stress is the bidirectionality of the
differences found for the Miiller-Lyer and the Sander on the one hand, and the
two horizontal-verticals on the other. Cross-cultural comparisons made by Rivers
over a halfcentury ago also indicated that non-Western peoples might be less
susceptible than Europeans to illusions like the Miiller-Lyer and, sirnultaneously,
more susceptible to the horizontal-vertical illusions. Rivers’ findings, like those of
the present study, thus appear to be in accord with an empiricist, functionalist
interpretation that relates visual response habits to cultural and ecological factors

1n the visual environments.

The “Horizontal-Vertical” illusion



Reprise of the Hypotheses

We will now restate our hypotheses and assess their tenability in the light of
what we have learned from all the data we have considered.

For the Miiller-Lyer and Sander parallelogram illusions we put forth the
“carpenteredworld” hypothesis and an “experience with two-dimensional
representations of reality” hypothesis; both of these hypotheses led to the
prediction that Western peoples would prove more susceptible to these illusions
than non-Western peoples. We found considerable support for both hypotheses in
our own and others’ (e.g., Rivers, Allport and Pettigrew) data. The data on age
trends did not support these hypotheses, but we argue that a real test requires data
collected from children younger than those thus far studied. We must also
acknowledge that in terms of these hypotheses we are unable to explain the
precise position occupied by each of our samples along the dimension of illusion
susceptibility; but we claim that no other hypothesis we have considered provides
a better over-all prediction of these positions. In sum, then, we find the
“carpentered world” and “experience with pictures” hypotheses both tenable and
promising with respect to future research in perception.

We offered quite another hypothesis as a source for predicting different
cultural susceptibilities to the horizontal-vertical illusions. This hypothesis argues
that another aspect of the physical environment of peoples — specifically, the
presence or absence of broad, horizontal vistas — is crucial in shaping the visual
inference habit that leads to horizontal-vertical illusion susceptibility. If one lives
in an environment that provides many opportunities for looking at horizontal
expanses, one should become subject to the tendency to infer long, frontal-plane,
horizontal distances from short, vertical retinal images. This inference habit, we
argued, should contribute to the horizontal-vertical illusion. Accordingly, we
predicted that plains dwellers would prove maximally susceptible, urban dwellers

moderately susceptible, and groups that live in restricted environments (e.g.,



equatorial forests) minimally susceptible to the horizontal-vertical illusion. Again,
with just a few qualifications, we found a good fit of our data to this hypothesis.

What is perhaps most encouraging about our findings is the clear-cut
demonstration that the cross-cultural differences in our data were not the same for
all illusions, and that for each illusion the differences were in accord with our
predictions. Accordingly, in spite of certain inadequacies of detail, we feel
confident in offering our hypotheses for further consideration. Our data lead us to
expect that the findings likely to be uncovered by additional research will prove
similar in kind to those reported here and will constitute important amendments to
our hypotheses rather than contradictions of them, and that the hypotheses will
continue to stand, at least in their general form.

Conclusion

Perception is an aspect of human behavior, and as such it is subject to many of
the same influences that shape other aspects of behavior. In particular, each
individual’s experience combine in a complex fashion to determine his reaction to
a given stimulus situation. To the extent that certain classes of experiences are
more likely to occur in some cultures than in others, differences in behavior
across cultures, including differences in perceptual tendencies, can be great
enough even to surpass the everpresent individual differences within cultural
groupings.

We have reported here a study that revealed significant differences across
cultures in susceptibility to several geometric, or optical, illusions. It should be
stressed that these differences are not “racial” differences. They are differences
produced by the same kinds of factors that are responsible for individual
differences in illusion susceptibility, namely, differences in experience. The
findings we have reported, and the findings of others we have reviewed, point to
the conclusion that to a substantial extent we learn to perceive; that in spite of the
phenomenally, absolute character of our perceptions, they are determined by
perceptual inference habits; and that various inference habits are differentially

likely in different societies. For all mankind the basic process of perception is the



same; only the contents differ and these differ only because they reflect different

perceptual inference habits.
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From Plous, S. The Psychology of Prejudice, Stereotyping and Discrimination:
An Overview / S. Plous // The psychology of prejudice [Electronic resource]. —

Mode of access : www. UnderstandingPrejudice.org.

Reducing Stereotypes

As the foregoing review suggests, stereotypes are learned at an early age
and can be stubbornly resistant to change. Even when people encounter a
stereotyped group member who violates the group stereotype, they often continue
to maintain the stereotype by splitting it into subtypes (Judd, Park, & Wolsko,
2001; Kunda & Oleson, 1995; Richards & Hewstone, 2001; Weber & Crocker,
1983). For example, when encountering a Jewish philanthropist, people with anti-
Semitic stereotypes may distinguish philanthropic Jews from ‘“money-hungry
Jews” by creating a subtype for “good Jews.” As a result of subtyping, stereotypes
become impervious to disconfirming evidence. Yet all is not lost. Studies indicate
that stereotypes can be successfully reduced and social perceptions made more
accurate when people are motivated to do so (Fiske, 2000; Neuberg, 1989;
Sinclair & Kunda, 1999). One of the most effective ways to do this is with
empathy. Simply by taking the perspective of outgroup members and “looking at
the world through their eyes,” ingroup bias and stereotype accessibility can be
significantly reduced (Galinsky & Moskowitz, 2000). Research also suggests that
stereotype threat can be lessened with a change in orientation. For instance, one
promising experiment found that when African-American college students were
encouraged to think of intelligence as malleable rather than fixed, their grades
increased and they reported greater enjoyment of the educational process
(Aronson, Fried, & Good, 2002). Even implicit stereotypes can be modified
(Blair, 2002). In a study on the effects of counter-stereotypic imagery, for

example, Irene Blair and her colleagues found that implicit gender stereotypes



declined after people spent a few minutes imagining a strong woman (Blair, Ma,
& Lenton, 2001). Likewise, Nilanjana Dasgupta and Anthony Greenwald (2001)
found that pro-White biases on the Implicit Association Test declined after people
were exposed to pictures of admired Black Americans and disliked White
Americans (e.g., Bill Cosby and Timothy McVeigh). Still another study found
that implicit and explicit anti-Black biases were reduced after students took a
semester-long course on prejudice and conflict (Rudman, Ashmore, & Gary,
2001). As these findings show, stereotypes may be widespread and persistent, but

they are also amenable to change when people make an effort to reduce them.

Reducing Prejudice and Discrimination

Research on empathy and role-playing suggests that this type of reversal in
perspective can reduce prejudice, stereotyping, and discrimination (Batson et al.,
1997; Galinsky & Moskowitz, 2000; McGregor, 1993; Stephan & Finlay, 1999).
Indeed, empathy training programs appear to reduce prejudice regardless of the
age, sex, and race of participants (Aboud & Levy, 2000). In addition, empathy has
the practical advantage of being relatively easy to apply in a wide range of
situations. To become more empathic toward the targets of prejudice, all one
needs to do is to consider questions such as How would I feel in that situation?,
How are they feeling right now?, or Why are they behaving that way? Role-
playing exercises have also been used to practice responding effectively to
prejudiced comments (Plous, 2000). Another powerful method of reducing
prejudice and discrimination is to establish laws, regulations, and social norms
mandating fair treatment (Oskamp, 2000). In psychology, “norms” are
expectations or rules for acceptable behavior in a given situation, and research
suggests that even one person’s public support for anti-prejudice norms is enough
to move other people in that direction (Blanchard, Lilly, & Vaughn, 1991).
Moreover, experiments on antigay and anti-Black prejudice have found that an
individual’s support for anti-prejudice norms can sway the opinions of highly

prejudiced people as well as those medium or low in prejudice (Monteith,



Deneen, & Tooman, 1996). Normative information is especially potent and
enduring when it concerns ingroup members. For example, when White students
in one study were told that their fellow students held less racist views than they
had thought, this normative information continued to exert a prejudice-lowering
effect one week later (Stangor, Sechrist, & Jost, 2001). Even longer-lasting
reductions in prejudice are possible when people are made aware of
inconsistencies in their values, attitudes, and behaviors. Milton Rokeach (1971)
demonstrated, for instance, that when students spent roughly half an hour
considering how their values, attitudes, and behaviors were inconsistent with the
ideal of social equality, they showed significantly greater support for civil rights
more than a year later. These results are consistent with cognitive dissonance
theory, which postulates that (1) the act of holding psychologically incompatible
thoughts creates a sense of internal discomfort, or dissonance, and (2) people try
to avoid or reduce these feelings of dissonance whenever possible (Festinger,
1957). According to this analysis, students in Rokeach’s study held incompatible
thoughts such as “I support social equality” and “I’ve never contributed time or
money to a civil rights group,” and sought to reduce feelings of dissonance by
increasing their support for civil rights. Other researchers have used dissonance-
related techniques to reduce antigay, anti-Asian, and anti-Black prejudice (Hing,
Li, & Zanna, 2002; Leippe & Eisenstadt, 1994; Monteith, 1993). One of the most
heavily studied techniques for prejudice reduction is intergroup contact
(Hewstone & Brown, 1986). In The Nature of Prejudice, Gordon Allport (1954)
hypothesized that: Prejudice (unless deeply rooted in the character structure of the
individual) may be reduced by equal status contact between majority and minority
groups in the pursuit of common goals. The effect is greatly enhanced if this
contact is sanctioned by institutional supports (i.e., by law, custom or local
atmosphere), and provided it is of a sort that leads to the perception of common
interests and common humanity between members of the two groups.

This contention, now widely known as the ‘“contact hypothesis,” has

received broad research support. In a review of 203 studies from 25 countries —



involving 90,000 participants — Thomas Pettigrew and Linda Tropp (2000) found
that 94 % of studies supported the contact hypothesis (that is, 94 % of the time,
prejudice diminished as intergroup contact increased).

With this level of support, why hasn’t intergroup contact eliminated
prejudice from society? The problem with using contact to reduce prejudice is not
that the contact hypothesis is wrong, but that it is so difficult to meet the
conditions Allport outlined. In many real-world environments the fires of
prejudice are fueled by conflict and competition between groups that are unequal
in status, such as Israelis and Palestinians, Whites and Blacks, or long-time
citizens and recent immigrants (Esses, 1998; Levine & Campbell, 1972). Under
conditions of competition and unequal status, contact can even increase prejudice
rather than decrease it. For example, in a review of studies conducted during and
after school desegregation in U.S., Walter Stephan (1986) found that 46 % of
studies reported an increase in prejudice among White students, 17 % report a
decline in prejudice, and the remainder reported no change. The key is to craft
situations that will lead to cooperative and interdependent interactions in pursuit
of common goals, shifting people to recategorize from "us and them" to "we"
(Desforges et al., 1991; Dovidio & Gaertner, 1999; Sherif, Harvey, White, Hood,
& Sherif, 1988). Classroom research has found that cooperative learning
techniques increase the selfesteem, morale, and empathy of students across racial
and ethnic divisions, and also improve the academic performance of minority
students without compromising the performance of majority group students
(Aronson & Bridgeman, 1979). One of the earliest of these techniques to be
studied, the “jigsaw classroom,” divides students into small, racially diverse work
groups in which each student is given a vital piece of information about the
assigned topic (thereby making each group member indispensable to the others).
The jigsaw technique was originally developed specifically to reduce racial
prejudice, and decades of research suggest that it is highly effective at promoting

positive interracial contact (Aronson & Patnoe, 1997).
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There are about 50 isolated indigenous societies across lowland South
America, with limited to no contact with the outside world. Despite
displacements, epidemics, and hostile interactions with outsiders, such tribes still
manage to survive. How can we ensure the well-being of humanity’s last known
isolated peoples under such enormous and mounting pressure from external
threats? Generally, the current policy of governments, primarily those of Brazil
and Peru, and supported by the United Nations, is a “leave them alone” strategy.
There are two implicit assumptions in a nocontact approach, however: that
isolated populations are viable in the long term, and that they would choose
isolation if they had full information (i.e., if they were aware that contact would
not lead to massacre and enslavement). The first assumption is unlikely.
Ethnohistorical accounts reveal the real risk of severe depopulation or extinction
during intermittent hostile and sporadic interaction with the outside world.
Miners, loggers, and hunters penetrate into the homelands of isolated tribes
despite government “protection.” Unless protection efforts against external threats
and accidental encounters are drastically increased, the chances that these tribes
will survive are slim. Disease epidemics, compounded by demographic variability
and inbreeding effects, makes the disappearance of small, isolated groups very
probable in the near future. The second assumption is also unlikely. Interviews
indicate that contacted groups had mainly chosen isolation out of fear of being
killed or enslaved, but they also wanted outside goods and innovations and
positive social interactions with neighbors. Controlled contact with isolated

peoples is a better option than a no-contact policy. This means that governments
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should initiate contact only after conceiving a well-organized plan. In the past,
there have been many poorly planned contacts with isolated Amazonian tribes by
both missionaries and government agencies. The absence of health care
professionals and health monitoring led to many deaths of these vulnerable
peoples. One of us (K.R.H.) was on site within weeks of the first peaceful
contacts with Aché, Yora, Mascho-Piro, and Matsiguenga communities in
Paraguay and Peru when they were extremely isolated and suffering from new
contact-related epidemics (from the late 1970s to mid-1980s), even though
intermittent contact (mostly accidental) had occurred for 25 years. The most
important lesson learned from these experiences is that mortality can be reduced
to near zero if the contact team is prepared to provide sustained, around-the-clock
medical treatment, as well as food. A well-designed contact can be quite safe,
compared to the disastrous outcomes from accidental contacts. But safe contact
requires a qualified team of cultural translators and health care professionals that
is committed to staying on site for more than a year. For example, foreign
missionaries provided great care for the Yora for up to 6 months, but when they
decided to take a furlough, dozens of Yora died within a few weeks. Similarly, in
1975, missionaries provided care to an Aché community for a year, but when they
took a vacation, many Aché died. Fortunately, there have been some success
stories such as a 1978 contact with a band of Northern Aché. Missionaries and
anthropologists treated them with antibiotics when primary respiratory infections
progressed to pneumonia. They also provided food to the sick. Given that isolated
populations are not viable in the long term, well-organized contacts are today both
humane and ethical. We know that soon after peaceful contact with the outside
world, surviving indigenous populations rebound quickly from population
crashes, ,with growth rates over 3 % per year. Once a sustained peaceful contact
occurs, it becomes much easier to protect native rights than it otherwise would be
for isolated populations. Leaving groups isolated, yet still exposed to dangerous
and uncontrolled interactions with the outside world, is a violation of

governmental responsibility. By refusing authorized, well-planned contacts,



governments are simply guaranteeing that accidental and disastrous contacts will

take place instead.
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Programs designed for preparing people for living in another culture are
usually referred to as “Cross-Cultural or Intercultural Orientation Programs.” It
seems that the early practitioners and researchers viewed preparing people for
international assignment as a process in which one needed to be oriented to the
differences in social interactions between the two cultures. However, researchers
and practitioners alike are realizing that we need to do more than orient people to
prepare them to live abroad (e.g., we must introduce and practice culturally
appropriate behaviors), and the field is being referred to as Cross-Cultural or
Intercultural Training by more and more people.

Paige (1986) defined cross-cultural orientation as training programs
designed to prepare people to live and carry out specific assignments as well as
those that are designed to prepare people to return to their home country after
completing their assignment in another culture. Brislin and Yoshida (1993)
define cross-cultural training as formal efforts to prepare people for more
effective interpersonal relations and for job success when they interact extensively
with individuals from cultures other than their own (Brislin & Yoshida, 1993).
Features of programs are that they are formal rather than the set of informal and
unplanned behaviors that everyone undertakes when they live in another country,
well-planned, budgeted, and staffed by experts who are knowledgeable about the
wide range of issues people face when they live in other cultures. In addition, the

scope of cross-cultural training has been expanded over the years to not only
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preparing people for reentry but also preparing people within one’s own country
to deal with people who are from another culture (Bhawuk & Triandis, 1996a;
Brislin & Horvath, 1997).

Harrison and Hopkins (1967) also made significant impact on the field in
the sixties. They evaluated training programs that used the lecture method to
prepare people for living abroad. They found that the lecture method was, at that
time, the most pervasive method or approach to cross-cultural training, and one
that was used without much reservation. They recommended that the experiential
method was superior to the lecture method. This led to a growth in the
development of experiential exercises as well as the culture assimilator, which
will be discussed at length below. They gave five reasons why the University
Model or the lecture method in which a trainer lectures to a group of trainees
about the target culture, usually its history, geography, religion, people, business,
way of life, and so forth, was not effective in cross-cultural training programs.
First, the university model assumes passive rather than active learning. In lecture
method, the trainees are provided information in a package, almost in a canned
fashion (i.e., open the can and the information is there for use), by the expert,
whereas, in real life the onus of information collection lies on the trainee or
sojourner. Second, this method traditionally involves trainees in problem solving
types of activities, where well-defined problems are provided by the instructor. In
real life, however, the sojourners have to identify the problem by themselves
before they can attempt to address it. Third, in the class room people are
encouraged to be rational and unemotional; whereas in real life the sojourners
have to confront situations that are charged with emotion, and they need to
develop “the emotional muscle”, which is needed in intercultural interactions.
Fourth, the university model usually requires participants to study material and
produce an analytical report, what Trifonovitch (1977) called a “paper
orientation,” whereas, in intercultural interaction people need skills to interact
with people, or a “people orientation.” Finally, this method focuses on written

more so than the verbal communication, whereas, the major mode of



communication for sojourners is oral and nonverbal. Thus, Harrison and Hopkins
(1967) do make a strong case against the classroom method that follows the
traditional teaching approach. Despite the criticism, there are many reasons for
the university method to still be popular. This is a method to which most people
have exposure, and is simple, flexible, and inexpensive. Also, trainers can use
video films, slides, and other visual aids to show cultural differences. However,
as mentioned earlier the article by Harrison and Hopkins (1967) provided a major
stimulation to the development of the experiential method of cross-cultural
training, thus contributing to methodological innovation in the field.

The culture assimilator is the contribution of the psychologists from
University of Illinois (Triandis, 1995a). It is a cross-cultural training tool that
consists of a number of real-life scenarios describing puzzling cross-cultural
interactions and explanation for avoiding the emerging misunderstandings. These
scenarios or vignettes are called critical incidents (Flanagan, 1954). These critical
incidents describe intercultural interactions between a sojourner and a host
country national that depict a misunderstanding because of cultural differences
between the two people. At the end of the critical incident a question is posed
that asks the reader to reflect on the scenario and think about the source of
misunderstanding. The question is followed by four or five alternatives that are
plausible behavioral choices for a person facing such a social situation. In effect,
the reader is asked to make attributions and then to compare his or her attributions
with the ones provided at the end of the incident. One of these alternatives
represents a view from one of the two cultures involved in the situation and a
second one captures the views of the second culture. The rest of the alternatives
try to capture a range of individual differences present in either of the cultures,
but are usually less appropriate or desirable. Thus, one would be behaving
correctly in his or her own culture if he or she selected one particular alternative,
but another alternative would have to be selected for the person to behave
appropriately in the second culture. For each of the alternatives, an explanation is

offered, usually on a separate page. The explanation gives the rationale why a



particular behavior (alternative) is not appropriate in the given situation. Hence,
the culture assimilator consists of a number of critical incidents that have three
parts: An incident or a short story, four or five alternative behavioral choices or
attributions, and explanations or feedback about why an alternative is to be
preferred or not. Culture assimilators are one of the earliest structured training
materials, which fall in the broad category of Programmed Instruction. Trainees
are given the package of training material that consists of a number of incidents,
alternatives, and explanations to study at their own pace. This makes the
assimilator a convenient self-learning tool. Since different people are at different
levels of cultural sensitivity, this method is particularly useful as a cross-cultural
training tool.

Another early innovation in cross-cultural training was the culture self-
awareness method in which trainees see the demonstration of a behavior that is
completely opposite to one in their own culture. Stewart (1966) used this
approach to train Americans going abroad and called it the Contrast-American
technique. In his programs, he used a model to demonstrate a behavior that was
completely opposed to the American way of doing something. The trainees
interacted with the model and the session was videotaped. Following this session,
the trainer debriefed the trainees. This method is valuable in developing cultural
self-awareness, and one of the strengths of the method is that it emphasizes
affective goals through experiential processes. This type of training works in three
steps: it helps the trainees to recognize their own cultural values, who then
analyze the contrasts with other cultures, and then finally apply the insight to
intercultural interaction (Bennett, 1986a). An obvious weakness of the method is
that it does not necessarily help the trainees to learn anything specific about the
host culture(s) in which they will be interacting... Thus, in the fifties and sixties
the foundation of cross-cultural training was laid, and some of the constructs that
we take for granted were developed during this time. The research on culture

assimilators and the development of simulations extended into the next decades.



Experiential exercises emerged as a reaction to the traditional university
model, and as a result they focus on involving the trainees a great deal. The most
popular type of experiential tool is the simulation game in which trainees interact
with other people following a set of guidelines provided by the trainer. Usually,
trainees are divided into two groups and each represent an imaginary culture with
some simple rules. Two popular simulations are BAFA BAFA (Shirts, 1973), and
the Albatross (Gochenour, 1977). ...Another experiential approach is the area
simulation in which the target culture is simulated, usually in a natural setting.
For example, Hawaii provides the natural setting for simulating life in the Pacific
Islands. Trifonovitch (1977) used Hawaii for training Americans who were going
to Pacific Islands to emphasize the difference between “land culture” and “sea
culture,” and required the trainees to support themselves by taking care of their
food, water, waste disposal, entertainment, and other needs. Among other things,
this training provided the opportunity to weaken habitual behaviors such as using
clocks and to inculcate new behaviors like using the sun, tide, and the wind
direction to think about the time of the day. The strengths of this method are that
trainees learn skills that are necessary for living in the target culture on their own,
with minimal guidance from the training staff, and doing is stressed over thinking
or intellectualizing (Trifonovitch, 1977).

Kraemer’s cultural self-awareness model is a training method that was
developed in the seventies, and is based on the assumption that one knows one’s
culture so well that one really does not think about it, and one needs to be
reminded about the assumptions of one’s culture. The training program consists of
a set of videotapes that contain 138 episodes covering 21 themes (Kraemer, 1973,
1974). Professional actors play the roles of hosts and sojourners (Americans).
The trainees watch the videotape and generate themes for the episodes. Later they
compare these themes with those provided by the trainer. A group discussion and
a debriefing session follow to clarify any questions or doubts. This method was
quite advanced for its time since it used a new technology, i.e., videotapes, and

was also sophisticated theoretically since it used the principles of Social Learning



Theory (Bandura, 1977). Bennett (1985) tested the effectiveness of this method
by using a sample of exchange students, and found that the treatment group that
received this training performed better than the control group.

The field of cross-cultural training showed signs of maturity in the eighties
through the publication of theoretical books, handbooks, special issues in
journals, and the development of a culture general assimilator that used a broad
theoretical typology, all of which led to the integration and systematization of the
field.

The development of the culture general assimilator (Brislin, Cushner,
Cherrie, & Yong, 1986) was a significant contribution to the field in that it
directed research in cross-cultural training away from the less theoretical realm of
culture specific assimilators (Brislin & Bhawuk, 1999). It covers eighteen themes
that have appeared in the literature as important concepts in the context of living
abroad. These themes are organized around three broad headings: People’s
Intense Feelings, Knowledge Areas, and Bases of Cultural Differences (Brislin et
al., 1986). The culture-general assimilator consists of 100 critical incidents that
cover all the above themes. In a number of studies, researchers have found
support for the effectiveness of the culture-general assimilator

In the 1990s, researchers have focused on evaluating cross-cultural training
programs using methods like meta-analysis, building theoretically meaningful
models and training materials, and developing criterion measures that can be used
in the evaluation of various training programs. Cross-Cultural Training Evaluation
Researchers have paid some attention to evaluation of cross-cultural training
programs. ...One of the recent developments is the attention given to behavior
modification training. Behavior modification is based on the Social Learning
Theory (SLT) proposed by Bandura (1977). It has four central elements:
Attention, Retention, Reproduction, and Incentive. According to SLT, people
need to observe a behavior before learning it (i.e., they need to pay attention to the
target behavior). Attention is a function of status, attractiveness, similarity, and

availability of past reinforcement for focusing on the model demonstrating the



target behavior. Retention refers to how people remember behaviors, and the
theory proposes that behaviors are remembered either as imaginal cognitive maps
or as verbally encoded units. Retention i1s a function of practice or repetition.
Reproduction refers to the demonstration of the learned behavior by the learner,
and the theory posits that people translate remembered symbols into action by
checking the results against memory. Incentives refer to external (valence of
outcomes) and internal (satisfaction, self-efficacy) motivators that help people to
observe, retain, and reproduce learned behaviors. The essence of SLT is that
learning is affected by both observation and experience, and that people anticipate
actions and their associated consequences (Bandura, 1977). Behavior
modification training is necessary for habitual behaviors that people are not
usually aware of, especially behaviors that are acceptable, even desirable, in one’s
own culture but which may be offensive in another culture. For example, in Latin
American cultures, people give an abrazo or an embrace to friends which is not an
acceptable behavior in the United States; or in Greece when people show an open
palm, called moutza, they are showing utmost contempt, and not simply waving
or saying hello (Triandis, 1994). A moutza needs to be avoided, whereas, an
abrazo needs to be acquired. There are many examples of such behaviors, and the
only way to learn them is through behavior modeling, by observing a model do
the behavior and then practicing the behavior many times. Despite its theoretical
rigor and practical significance, this method has not been used much in cross-
cultural training programs because it is expensive, requiring a trainer who
constantly works on one behavior at a time. Harrison (1992) examined the
effectiveness of different types of training programs by comparing groups that
received culture assimilator training (i.e., Japanese Culture Assimilator),
behavioral modeling training, a combined training (i.e., behavioral modeling and
culture assimilator), and no training (i.e., control group). He found that people
who received the combined training scored significantly higher on a measure of
learning than those who were given other types of training or no training. This

group performed better on the role-play task compared to the control group only,



but not to the other two groups. This study provides further evidence for the
impact of assimilators on behavioral tasks.

...The development of the field of cross-cultural training over the past fifty
years shows an encouraging sign of evolution of more theoretically meaningful
training methods and tools. It can be expected that more theory-based training
methods and material are likely to be developed in the future. More theory-based
culture assimilators like the Individualism and Collectivism Assimilator, theory-
based exercises and simulations (Brislin & Yoshida, 1994; Cushner & Brislin,
1997), and behavior modeling type of programs (Harrison, 1992) based on social
learning theory are likely to emerge. Culture assimilators are also likely to remain
the most popular method as this tool has evolved from culture specific to culture
general to culture theory-based format (Bhawuk, 1999, 1996), and many
computer-based and multimedia assimilators (Bhawuk et al., 1999) are likely to
emerge in future. Thus, there will be an increased demand for newer and more
sophisticated training tools, challenging both research and practice, and the
experiential exercises are likely to become more complex, and would probably

use more than one medium (e.g., audio, visual, discourse, models, and so forth).
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Face

The question of human psychological identity is a complex issue that goes
beyond the study of communication into psychology, sociology, and philosophy.
Nevertheless, there i1s an important aspect of identity that has been recognized as
an essential element in all communication. In chapter 2 we said that there were
two aspects of participation which are important to consider: who the participants
are and what roles they are taking. At that time we were referring mostly to the
places that participants occupy in an institutional or a social structure on the one
hand, and on the other hand, the particular position they were taking in some
speech event. Now we want to take up a third and more deeply personal aspect of
this component of participation: the interpersonal identity of the individuals in
communication. The concept of face is not new to Asian readers, who will
recognize the term mianzi in Mandarin (minji in Cantonese, mentsu in Japanese,
chae myon in Korean), where it carries a range of meanings based upon a core
concept of “honor,”” but perhaps the way 1t is used in contemporary
sociolinguistics and sociology will be somewhat different. The concept first was
introduced by the Chinese anthropologist Hu in 1944, though the term had been
used in English for at least several centuries before that. The American sociologist
Erving Goffman based much of his work on interpersonal relationships on the
concept of face. One of the most important ways in which we reduce the
ambiguity of communication is by making assumptions about the people we are
talking to. As the simplest example, when we begin talking to someone we try to
speak to them in a language we know they will understand. In a monolingual

speech community that is rarely a problem, but in the increasingly multilingual



international business community it is becoming a major issue, to be solved right
at the outset of communications. We also make significant assumptions about
what kind of a person the other person is and what kind of a person he or she
would like us to think of him or her as being. When Mr Hutchins called his
subordinate colleague by his first name, Bill, he projected the assumption that
there was a difference in status between them and he also projected that they both
would agree to that difference in status by simply using the name Bill without
further comment. Bill, in turn, projected that he accepted that difference in status
and ratified that by calling his employer Mr Hutchins. Many aspects of linguistic
form depend on the speakers making some analysis of the relationships among
themselves. The choice of terms of address is one of the first of these recognized
by sociolinguists. The watch vendor in Tsim Sha Tsui also recognized that
different forms of address, “Eh!” or “Sir!,” were appropriate in trying to catch the
attention of two different potential customers. The study of face in
sociolinguistics arose out of the need to understand how participants decide what
their relative statuses are and what language they use to encode their assumptions
about such differences in status, as well as their assumptions about the face being
presented by participants in communication. Within sociological and
sociolinguistic studies face is usually given the following general definition:
“Face is the negotiated public image, mutually granted each other by participants
in a communicative event.” In this definition and in the work of sociolinguists the
emphasis is not so much on shared assumptions as it is on the negotiation of face.
For our purposes we want to keep both aspects of face in mind. We believe that
while there is much negotiation of face in any form of interpersonal
communication, participants must also make assumptions about face before they
can begin any communication. We do not have to figure out everything from the
beginning every time we talk to someone. Mr Hutchins and Bill do not need to
open up negotiations about their relationship each time they speak to each other.
Just the fact that Mr Hutchins is Bill’s employer is sufficient information to know

that they differ in status. Knowing that difference in status and how it is normally



expressed in English, we can predict fairly accurately that Bill will say “Mr
Hutchins,” and Mr Hutchins will say “Bill.” Participants make certain unmarked
assumptions about their relationships and about the face they want to claim for
themselves and are willing to give to the other participants in any communicative
situation. In addition to these unmarked assumptions, participants also undertake a
certain amount of negotiation of their relationships as a natural process of change
in human relationships. For example, if a person wants to ask a rather large favor
of another person, he or she is likely to begin with the assumed relationship, but
then he or she will begin to negotiate a closer or more intimate relationship. If
such a closeness is achieved then he or she is likely to feel it is safer to risk asking
for the favor than if their negotiations result in more distance between them. In
the field of sociolinguistics this combination of unmarked assumptions about the
participants and their relationships with the negotiations about those assumptions

is called the study of face. Such study also goes by the name of politeness theory.

The “Self” as a Communicative Identity
One reason the term “face” is attractive in communicative studies is that it leaves
open the question of who is the “real” person underneath the face which is
presented in communication. That deeper question is ultimately a question of
psychology or, perhaps, philosophy, and we will not go further into it.
Nevertheless, it is important to point out now that there may be significant cultural
differences in the assumptions made about the “self” that is involved in
communication. The idea of “self” which underlies western studies of
communication is highly individualistic, self-motivated, and open to ongoing
negotiation. We believe that this concept of the “self” is not entirely appropriate
as the basis for Asian communication. There is reason to believe that the “self”
projected by Asians is a more collectivistic “self,” one which is more connected to
membership in basic groups such as the family or one’s working group and which
is taken to be more strongly under the influence of assumed or unmarked cultural

assumptions about face.



The Paradox of Face: Involvement and Independence

Face is really a paradoxical concept. By this we mean that there are two
sides to it which appear to be in contrast. On the one hand, in human interactions
we have a need to be involved with other participants and to show them our
involvement. On the other hand, we need to maintain some degree of
independence from other participants and to show them that we respect their
independence. These two sides of face, involvement and independence, produce
an inherently paradoxical situation in all communications, in that both aspects of
face must be projected simultaneously in any communication. The involvement
aspect of face is concerned with the person’s right and need to be considered a
normal, contributing, or supporting member of society. This involvement is
shown through being a normal and contributing participant in communicative
events. One shows involvement by taking the point of view of other participants,
by supporting them in the views they take, and by any other means that
demonstrates that the speaker wishes to uphold a commonly created view of the
world. Involvement is shown by such discourse strategies as paying attention to
others, showing a strong interest in their affairs, pointing out common ingroup
membership or points of view with them, or using first names. As we will indicate
below, we might say such things as, “Are you feeling well today?,” or, “I know
just what you mean, the same thing happened to me yesterday,” or, “Yes, I agree,
I’ve always believed that, too.” Any indication that the speaker is asserting that he
or she is closely connected to the hearer may be considered a strategy of
involvement. Many other terms have been used in the sociolinguistic literature to
present this concept. It has been called positive face, for example, on the basis of
the idea of the positive and negative poles of magnetism. The positive poles of a
magnet attract, and by analogy involvement has been said to be the aspect of
communication in which two or more participants show their common attraction
to each other. Involvement has also been called solidarity politeness; again, for
the reason that sociolinguists want to emphasize that this aspect of face shows

what participants have in common. Any of these terms might be acceptable in



some contexts, but we feel that the term “involvement” is clearest and creates the
fewest analytical complications for the reader. The independence aspect of face
emphasizes the individuality of the participants. It emphasizes their right not to be
completely dominated by group or social values, and to be free from the
impositions of others. Independence shows that a person may act with some
degree of autonomy and that he or she respects the rights of others to their own
autonomy and freedom of movement or choice. Independence is shown by such
discourse strategies as making minimal assumptions about the needs or interests
of others, by not “putting words into their mouths,” by giving others the widest
range of options, or by using more formal names and titles. For example, in
ordering in a restaurant we might say, “I don’t know if you will want to have rice
or noodles,” or in making the initial suggestion to go out for coffee we might say,
“I’d enjoy going out for coffee, but I imagine you are very busy.” The key to
independence face strategies is that they give or grant independence to the hearer.
Independence has also been given various other names by researchers in
sociolinguistics. It has been called negative politeness, as an analogy with the
negative pole of a magnet, which repels. We prefer not to use this term, because
technical or formal contrast between “positive” and ‘“negative” can easily be
forgotten and readers can too easily begin to think of “positive politeness” as
good and “negative politeness” as bad. Another term which has been used as an
attempt to get around the potential negative aspects of “positive” and “negative”
politeness has been “deference politeness.” We have used ‘“solidarity” and
“deference” in earlier writings, but find that some readers have a strong
preference for one type of strategy or the other and, again, miss the point that both
aspects of face must be projected simultaneously in any communication. The most
important concept to remember about face is that it is paradoxical. By that we
mean the concept of face has built into it both aspects; involvement and
independence must be projected simultaneously in any communication. It is
always a matter of more or less, not absolute expression of just one or the other. A

speaker must find just the right way of saying something which shows the degree



to which he or she is involving the other participants and the degree to which he
or she is granting independence to them. The reason involvement and
independence are in conflict is that emphasizing one of them risks a threat to the
other. If I show you too much involvement, you are likely to feel that your
independence is being threatened. On the other hand if I grant you too much
independence, you are likely to feel that I have limited your involvement. Any
communication 1s a risk to face; it 1s a risk to one’s own face at the same time it is
a risk to the other person’s. We have to carefully project a face for ourselves and
to respect the face rights and claims of other participants. We risk our own
involvement face if we do not include other participants in our relationship. That
is, if we exclude others, while that may increase our own independence, it at the
same time decreases our own involvement. At the same time, if we include others,
we risk our own independence face. Looking at it from the other person’s point of
view, if we give too much involvement to the other person, we risk their
independence face. On the other hand if we give them too much independence,
we risk their involvement. The result of the double risk, the risk to involvement
face and the risk to independence face of both the speaker and the hearer, means,
therefore, that all communication has to be carefully phrased to respect face, both
involvement face and independence face. This could be said another way: “There

1s no faceless communication.”

Politeness Strategies of Involvement and Independence
Now that we have given you a general introduction to the concept of face in
interpersonal communication, we hope that we can make this discussion clearer
by giving a number of examples of actual linguistic strategies which are used to
communicate these different face strategies. The most extreme contrast between
involvement and independence is the difference between speaking (or
communicating) and silence (or noncommunication). Any form of communication
at all 1s somewhat on the side of involvement. In order to communicate at all, the

participants must share some aspects of symbolic systems which they can



interpret in shared ways. If [ speak to you and you are able to answer me, we have
already shared some small degree of involvement. As a result we would classify
speech on the side of involvement, and silence (or better still, non-
communication) on the side of independence. Perhaps it is important to clarify
that there are silences which can be interpreted as high involvement as well. We
know that two people who share a very intimate situation can communicate to
each other a high degree of involvement while remaining completely silent. That
is why we have rephrased “silence” as “non-communication” above. It is the
silence of noncommunication to which we refer when we say it is at the
independence end of the continuum. One grants (and claims for oneself) the
highest level of independence by having no communication with the other.
Taciturnity and volubility are somewhat lesser extremes of noncommunication
and communication. Taciturnity means, simply, not talking very much. Volubility
is the other side of the coin, “talking a lot.” Both of these are highly relative
terms. There is no absolute amount of speech which can be classed as taciturn or
as voluble. The same is true for individuals; there are no absolutely taciturn or
voluble individuals. Likewise there are no absolutely taciturn or voluble groups,
or societies, or cultures. Nevertheless, one aspect of the grammar of context is
expectations of the amount of speech. For example, many religious rites or
ceremonies are very restricted in the amount of incidental conversational or non-
formal speech expected. In such a situation, a person who was speaking at all
might be perceived as being very voluble. On the other hand, at a friendly dinner
party among close friends, a person who was speaking, but not to any great
extent, might be considered to be taciturn, because the expectations are for a good
bit of conversational exchange. Psychological studies of conversational exchanges
and formal interviews have shown that the more talk there is, the more these
exchanges are perceived as “warm” or “affiliative.” In contrast, the less talk there
is, the more they are perceived as “cold” or “non-affiliative.” On the basis of this
designation of “affiliative,” we believe that it is best to consider more talk,

volubility, to be an involvement strategy, and less talk, taciturnity, to be an



independence strategy. From the point of view of face relationships, we have said
above that any communication is based on sharing a symbolic system, and that
such a sharing is already to some degree an expression of involvement. Therefore,
the question of what language to use is a crucial one in international business and
government relationships as well as within bilingual or multilingual speech
communities. If negotiations are conducted among participants using different
languages (but, of course, with translators), this is a situation of lesser
involvement or of higher independence than if negotiations are conducted using
the same language. Therefore, it is a question of face relationships to decide
whether discussions should go on in separate languages mediated by translators or
whether they should go on in a common language. Naturally, of course, if the
negotiations go on in the native language of one of the participants (or group of
participants) that will tip the balance of involvement toward their side. It will give
the other participants a sense of having their own independence limited, perhaps
even unduly. At the same time, an insistence on the use of separate languages to
overcome this problem can produce a sense of too great an independence, which
can be felt as hostility or unwillingness to come to a common ground of
agreement. The choice of language in discourse is not simply a matter of practical
choice governed by efficiency of communication of information. Every such
choice is also a matter of the negotiation of the face of the participants.

..If a university professor named Dr Wong from Hong Kong meets a
university professor from Tokyo named Dr Hamada, they are likely to refer to
each other as “Professor Wong” and “Professor Hamada.” In such a system they
would treat each other as equals and use a relatively high concentration of
independence politeness strategies out of respect for each other and for their
academic positions. Such a system of mutual but distant independence is what we
mean by a deference politeness system. A deference politeness system is one in
which participants are considered to be equals or near equals but treat each other
at a distance. Relationships among professional colleagues who do not know each

other well 1s one example.



One could find solidarity politeness anywhere the system is egalitarian and
participants feel or express closeness to each other. Friendships among close
colleagues are often solidarity systems. For example, Professor Wong, who calls
Professor Hamada “Professor” or “Doctor,” might call a colleague in his own
department with whom he works every day by some much more familiar name.
Those familiar with North American business will recognize this pattern as one
Americans adopt very quickly in business relationships, especially in sales and
marketing.

Solidarity politeness system is the recognized difference in status. It may be
of much less significance whether or not there is distance between the
participants. In such a face system the relationships are asymmetrical. By that we
mean that the participants do not use the same face politeness strategies in
speaking to each other. The person in the superordinate or upper position uses
involvement strategies in speaking “down.” The person in the subordinate or
lower position uses independence strategies in speaking “up.” Calling someone by
his or her surname and title (Mr Hutchins) is an independence strategy. Calling
someone by his or her given name without a title (Bill) is an involvement strategy.
This sort of hierarchical face system is quite familiar in business, governmental,
and educational organizations. In fact, it could be said to be the most common sort
of organizational relationship, as indicated in tables of organization.

We are most concerned that the reader understand the main properties of
these three systems of face. Two of them are symmetrical: the deference system
and the solidarity system. One of them is asymmetrical: the hierarchical system.
In the first, all participants use on balance a greater proportion of independence
face strategies. In the second, all participants use on balance a greater proportion
of involvement face strategies. In the hierarchical face system, however, because
it is asymmetrical, the participants use different face strategies; involvement

strategies are used “downward” and independence strategies are used “upward.”



Miscommunication

We have a friend who in learning Spanish could never get right the
differences between the familiar set of pronouns and the formal set of pronouns.
He found it difficult to remember when he should say, “Usted” (“you” formally),
and when he should say, “Tu” (“you” informally). He simplified the whole system
by just insisting on using the T-forms. This, of course, presented a major problem
for Spanish speakers in Mexico, where he was living at that time. As a foreigner
he was expected to use the formal terms, the “Usted” forms of politeness. In other
words, he was expected to use independence strategies of politeness. But he was
not using them; he was using the T-forms, the involvement forms. In Mexican
social terms there were only two contexts in which he could use the involvement
forms: either if he was a very good friend or if he was trying to pick a fight (that
is, if it was an attempt to assert power over the other). In other words, the
solidarity system is used only among intimates. Remember that when one
participant uses involvement face strategies and the other uses independence
strategies, the one using the involvement strategies is the higher of the two. When
someone addresses you as Mr Schneider and you answer back, “Juan,” whatever
your intentions might be, what he hears is the same thing we read above between
Mr Hutchins and Bill: we hear one person taking a higher position over the other.
In the interpersonal world of Mexican conversations this sounded like trying to
put someone down or to insult him or her by taking a superior position. Our friend
had thus presented our Mexican friends with a problem. Within their cultural
interpretation of these face strategies, they expected a deference politeness
system. When he used an involvement strategy, they had only two choices: (1)
they could hear it as an insult, or (2) they could hear it as an expression of close
and longstanding friendship. It should be noted that within that segment of
Mexican society, at least at that time, it was quite normal for people to be
relatively good friends for quite a few years before moving on to the stage of
using the familiar pronouns or other involvement strategies. Those were reserved

for close and old friends. It is not surprising that our friend ran into both solutions



to this problem. Many people befriended him, taking into consideration that his
poor ability with the language was the cause of his misuse of pronouns and
understanding that he only intended to show warmth and friendship. On the other
hand, from time to time someone he did not know well took offense, and more
than once he found himself with bruises as the result. The point we wish to make
with this anecdote is that miscommunication often arises, especially across the
boundaries of discourses or discourse systems, because it is difficult to know in a
new group, in a new language, or in a new culture how to express these rather
subtle differences in face values. This analysis of face also tells us what sort of
miscommunication arises. We can state it as a general rule: “When two
participants differ in their assessment of face strategies, it will tend to be
perceived as difference in power.” If I think it is a solidarity system, and you use
independence strategies, it sounds to me like you are putting yourself in a lower
position and giving power over to me. If I use independence strategies, I expect to
hear reciprocal independence strategies (if I think it is a deference system and we
have a level of mutual respect). But if you use involvement strategies back, what |
hear is that you are trying to exert power over me. To put it in the terms of our
dialogue between Mr Hutchins and Bill, if Bill answers back to Mr Hutchins,
“Sure, Jack, I can have it ready,” we are certain that Mr Hutchins will feel that
something has gone wrong. And it is not just “something” that has gone wrong.
He will feel that Bill is being insulting, trying to rise above his position, trying to
usurp authority, or in some way trying to deny the authority structure.

We said earlier that there is no faceless communication. Now we would like
to add to that there is no non-hierarchical communication. That is because any
difference in sense of hierarchy gives rise to difficulties in selecting face
strategies, and any miscalculation in face strategies gives rise to feelings of power

differences.



