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Cekumusa 1
COBPEMEHHbBIE HANMPABJNTIEHUA
JIMHFBUCTUYECKUX UCCNELOBAHUMN

BOJIbLUME A3bIKOBbIE MOAEJ/I B IMHITBUCTUKE
K.B.Audpenko (bpecm, bpl'Y umenu A.C. lNywkuHa)

bonbwune paHHble (BD) npeobpasytoT NMHIBUCTUKY, a bonblume s3bikoBble Mogenu (LLM)
CTaHOBAITCA BaXXHbIM MHCTPYMEHTOM JIMHIBUCTUYECKUX uccnepoBaHuin. LLM, obyyeHHble Ha
OrpOMHbIX 06beMax LMdpPOBbIX TEKCTOB, MOTYT 06pabaTbiBaTb M aHAaIM3MPOBATb 3TN AaHHbIE Ta-
KMM 00pa3oM, KOTOPbIM He MOoA, CUSy YenoBeKy TpaguLMoHHbIM MeTogamu. OHuW npepnaratoT
MHOW B3rNs4 Ha 53blK, BbISIBNIIS CUHTAaKCMYECKME U CEMAHTUYECKME CBA3M B HEMAapKMPOBAHHbIX
Habopax AaHHbIX, U1 BPOCAOT BbI30B YCTOSBLLUMMCS JIMHIBUCTUYECKUM NpuHUMnaM. OgHako mx
MCMNOJIb30BaHWE Bbi3blBaeT 3TUYECKME U Hay4YHble MpobieMbl, Tak Kak MX MOHMMaHWe si3blka B
KOpHe OT/IMYaeTca OT YenoBeyeckoro. HecMoTpsi Ha 3T npobnembl, LLM yyke ncnonbsytortcs B
NIVHTBUCTUYECKMX UCCNEAO0BAHMUAX U, KaK 0XXMOAETCS, MOMOrYT HaM Jlyylle MNOHATb A3bIK.

KntoueBble cnoBa: 6onbLume AaHHble; 60/bLUAs S3bIKOBas MOAESb; IMHIBUCTUYECKOE UCChe-
A0BaHVe; BEKTOPHOE NnpeacTaB/ieHNe; SMepAXKeHTHOCTb.

LARGE LANGUAGE MODELS IN LINGUISTICS
K.V.Andrenko (Brest, BrSU named after A. Pushkin)

Big Data (BD) is transforming linguistics, and Large Language Models (LLM) are becoming
an essential tool for linguistic research. LLM, trained on huge volumes of digital texts, can process
and analyse this data in ways that traditional methods cannot do for humans. They offer a different
perspective on language, revealing syntactic and semantic relationships in unlabelled datasets, and
challenge established linguistic principles. However, their use raises ethical and scientific concerns
because their understanding of language is fundamentally different from human language. Despite
these challenges, LLM are already being used in linguistic research and are expected to help us
better understand language.
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Big Data (BD) is becoming a significant factor in the digital transformation of
linguistics. The concept of BD captures data of huge volumes, diverse and con-
nected, which are rapidly growing and changing. BD are a reflection of the explosive
growth in the complexity of modern language as a cognitive and communicative
toolkit for practically all types and domains of contemporary cultural and social ac-
tivity. Significantly, the volume and rate of growth of big data is disproportionate to
human capabilities. This is expressed, for example, in the growth of the number of
texts that require analysis, the volume of special vocabulary used, etc., as well as in
the growth of the number of texts to be analysed. Even the technologies of corpus
linguistics, which imply direct work of researchers with search and analytical tools
of language corpora, are not able to give a responsible adequate answer to the BD
challenge. That is why the introduction of Large Language Models (LLM) — gener-
ative artificial neural networks trained on huge volumes of digitised textual
data — into linguistic science is relevant. Big data serves as a necessary basis for
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LLM, which are able to automatically process huge amounts of textual data, making
them an important innovative tool for linguistic research.

LLM are based on a formal mathematical (vector) representation of texts,
which differs significantly from the human representation of language. LLM are able
to establish in unlabelled textual data sets many different syntactic and semantic
relations and to make generalisations that may not coincide with the principles ac-
cepted in modern linguistics and expand the problem field of linguistic research.
LLM actualise fundamental questions about linguistic universals and generate new
problems for linguistic theories and methods. It can be assumed that LLM will help
to advance scientific understanding of the very nature of language and linguistic
cognition.

The first applications of LLM in linguistic research are already being formal-
ised. For example, using LLM to test linguistic hypotheses, using linguistic
knowledge to improve LLM, and developing neuro-vector-symbolic architectures to
solve complex reasoning problems [1]. At the same time, LLM can themselves be
considered as an object of linguistic research. For example, a core domain has been
identified in LLM that corresponds to linguistic competence in 30 languages, which
shows a strong correlation of linguistic competence with structure and size [2]. Stud-
ying the functional domains of LLM can help to understand the mechanisms of hu-
man linguistic abilities.

In the context of the digital transformation of the communicative environment,

it should be considered that LLM may have human-level linguistic competence (but
of a completely different plan) and may perform complex tasks requiring abstract
knowledge and reasoning. This already raises a number of problems, which can and
should be the subject of linguistic reflection. For example, N.A. Chomsky expressed
his fears that the use of LLM «will lead to the degradation of science and degrade
ethics by introducing a fundamentally flawed concept of language and knowledge
into our technology» [3]. Chomsky argues that LLM create the illusion of meaning-
fulness, when in fact their operation is fundamentally different from the generation
of speech by humans. According to Chomsky, LLMs cannot replace years of work
by linguists to study language because they cannot replicate the instinctive process
by which a child produces speech with minimal exposure to information. LLM can
«extrapolate the most likely spoken response» but are unable to explain and think
creatively. LLM have a different view of language, hence they must be used differ-
ently in research: for example, in research emphasising statistical latent syntactic
relations. Due to their technical specificity — being tied to parameters — LLM some-
times allow us to discover linguistic patterns better and faster than humans. It is
worth noting the research of Anil Ananthaswamy, where it is emphasised that LLM
are not «stochastic parrots», but are capable of generalisation and creativity that goes
beyond the training data (emergence) [4].
A necessarily important ontological difference between artificial intelligence and
human intelligence is that a human being in the process of learning generalises facts
of the real world, whereas a machine generalises texts that may have little relation
to the real world.
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